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Abstract: In this article, the authors introduce a generic 

framework for the evaluation of knowledge-based 

infrastructures, and present its applicability based on 

technologies developed within the Core Technology Cluster 

(CTC) of one of the most research-intensive programs of the 

German government toward new technologies for acquisition, 

processing, presentation and delivery of information on the 

Internet, the THESEUS program: (http://theseus-programm.de). 

The main components of the framework are presented, and the 

evaluation process is described, including also the identified steps 

that have to be completed in advance, such as the selection of 

appropriate evaluation criteria, metrics, and references. The 

flexibility of the presented framework enables its application for 

a wide range of technologies. This article reflects the application 

of the proposed framework for evaluation of software 

components that deal with key aspects toward the realization of 

the semantic web, namely: ontology reasoning, ontology 

mapping, machine learning algorithms used for learning 

semantic annotation from unstructured data, and document 

structure recognition. 
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I. Introduction 

The main motivation for the design of the evaluation 

framework proposed in this article is the increasing need for a 

generic methodology applicable to the evaluation of various 

technologies, particularly the knowledge-based technologies 

developed within the CTC of the THESEUS program. This 

program represents an important contribution to the creation 

of a new internet-based knowledge infrastructure that allows 

for a fast and effective knowledge processing [1]. 

Two broad objectives of evaluation are identified in ISO 

14598 and considered in the proposed framework: (1)  to 

identify problems so that they can be rectified, and (2) to 

compare the quality of a product with alternative products or 

against requirements [2]. A more refined basis for the 

evaluation of quality is presented in the quality model 

introduced in ISO 9126-1 [3]. This model distinguishes 

between three approaches to quality: internal quality, external 

quality, and quality in use. The internal and external quality 

approaches refer to software products, while the quality in use 

approach refers to the effect of the product that is being used. 

Furthermore, ISO 9126 introduces six characteristics of the 

software quality attributes: functionality, reliability, usability, 

efficiency, maintainability, and efficiency [3]. Each of these 

characteristics is subdivided into sub-characteristics, which 

can be measured by internal or external metrics. Fig. 1 

illustrates the relationship between quality attributes and their 

measures. The main focus of the proposed evaluation 

framework is not on the technology (software product in terms 

of ISO 9126-1) itself, but on the effects of its use in determined 

contexts. Thus, this article concentrates on measuring the 

external quality, and the quality in use. 
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Figure 1. Quality in the lifecycle  

(adapted according to ISO 9126-1 [3]) 

 

In the following sections, the evaluation framework and its 

elements are presented initially in a generic way, followed by 

the implementation of this framework in particular application 

scenarios, which involve the design of a specific testing 

methodology: (1) The scenario presented in Section 3 

Application of the generic framework to ontology reasoning 

evaluation focuses on ontology reasoning technologies. (2) 

The scenario addressed in Section 4 Application of the generic 
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framework to ontology matching evaluation deals with 

ontology mapping. (3) The scenario reflected in Section 5 

Application of the generic framework to statistical machine 

learning evaluation relates to the use of statistical machine 

learning methods for the extraction of semantic relations, the 

recognition of named entities, and additionally, the 

recognition of the structure of text documents. 

II. Evaluation Framework 

As explained in the previous section, in order to perform the 

evaluation, it is necessary to measure the appropriate quality 

attributes of the developed technologies in accordance with 

their context of use. The proposed evaluation framework, 

firstly introduced in [4] and subsequently detailed during 

further research work, significantly extends the framework 

proposed in ISO 9241-11 [5], by considering both, the context 

of use of the software, and simultaneously a set of references 

required for the evaluation process. Fig. 2 provides an 

overview of the relationship between the main elements of the 

framework: (1) a set of references, and (2) the evaluation 

process itself. 
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Figure 2. Graphical representation of the evaluation 

framework 

 

The evaluation process lays the following consecutive steps 

out: (1) specification, (2) design, and (3) execution. The 

evaluation process requires as inputs both, the set of 

references, and the product, e.g. the software components, in 

their intended context of use. Against this background, the 

output of the evaluation process represents the feedback to the 

developers to be considered in the next iteration of the 

development cycle, which corresponds to a formative 

evaluation.  

The proposed framework can furthermore serve a 

summative evaluation that is commonly completed at the end 

of a development process. It also allows the developers to 

compare (or benchmark) the quality of the developments 

against alternative state-of-the-art technologies during the 

development cycle. These benchmarks, which are typically 

being performed with finished products in summative 

evaluations processes, provide an early and useful feedback to 

the developers on the strengths and weaknesses of their 

algorithms in relation to other approaches.  

The following subsections put each of the elements of the 

proposed framework and their structure in the centre of 

consideration. 

A. References 

This subsection emphasizes the importance of the set of 

references that are identified to serve as an input for the 

evaluation process. This set concerns the requirements 

specified by the users and/or stakeholders, the established 

standards, such as ISO standards for Quality, User-Centered 

Design (ISO 9126 [3], ISO 13407 [6], etc.), and the 

state-of-the-art technologies and evaluation techniques as 

follows: 

(1) The specification of the needs of the users and/or 

stakeholders is a crucial task in the development process. Its 

output addresses the requirements specification, which 

represents an essential reference for both, developers and 

evaluators.  

(2) Standards are useful for the evaluation process, since 

they provide accredited guidelines and procedures, which can 

support the process of designing the evaluation methodology 

toward various areas of technology. 

(3) State-of-the-art technologies should be considered, in 

order to allow for the qualitative comparison between the 

developed components and their alternatives. Moreover, 

state-of-the-art evaluation techniques offer a basic reference 

for the selection of both, appropriate metrics and evaluation 

methodology. 

The basic set of references this subsection focuses on, need 

to be specified for each of the intended application scenarios, 

and extended or adapted where appropriate. The following 

subsection provides the detailed description of the evaluation 

process itself. 

 

B. Evaluation process 

This subsection deals with the consecutive steps of the 

evaluation process as noted in the beginning of this Section. It 

also addresses the relationship between these three steps, and 

the required references. 

(1) The ―Specification‖ step refers to the definition of the 

purpose of the evaluation. Against this background, the 

requirements specification represents a basic reference, since 

the main intentions and objectives of the software tests derive 

from these documents. Once the purpose of the tests is defined, 

the ―Specification‖ step approaches the selection of 

appropriate metrics, rating levels and criteria to be used during 

the evaluation process. The requirements specification should 

provide quantitative rating levels for the selected quality 

attributes. Additionally, it is recommended to consider the 

state-of-the-art technologies in the corresponding application 

scenario, especially when no particular rating levels have been 

specified by the users and/or stakeholders.  Appropriate rating 

levels should be set to benchmark the quality of the 

developments with alternative technologies. Also related 

standards can support the selection of appropriate metrics and 

criteria, which need to be selected for the evaluation of each of 

the components. King [7] presents some practical criteria for 

the selection and definition of metrics, such as reach the 

highest value for perfect quality; reach the lowest value for 

worst possible quality; be monotonic; be clear and intuitive; 

correlate well with human judgment; be reliable and exhibit as 

little variance as possible; be cheap to set up and apply; and 

finally, be automatic. 

(2) The ―Design‖ step of the evaluation process concerns 

the evaluation methodology and deals, therefore, with the 
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set-up of an evaluation plan according to the above-mentioned 

―Specification‖ step. Along with the selection or creation of 

the appropriate tools, which typically allow performing the 

evaluation in an automatic, objective and repeatable way, also 

databases or corpora selection are in the focus of this step. 

(3) The ―Execution‖ step involves the measurement of the 

previously selected characteristics, the comparison by use of 

the selected criteria, and finally, the assessment of the results. 

This step provides feedback to the developers to serve the 

subsequent iteration of the design process. 

The next sections address the implementation of the 

presented generic framework in selected specific application 

scenarios. 

III. Application of the generic framework to an 

ontology reasoning evaluation 

This section demonstrates the application of the generic 

evaluation framework toward a specific testing methodology 

for an ontology reasoning application scenario that results 

from the THESEUS program [1]. The following subsections 

address the scenario and the testing methodology itself, and 

provide details about the developed benchmarking tool. 

 

A. Ontology reasoning scenario 

Ontology reasoning is a fundamental part of the semantic 

technologies. The main challenge is to derive implicit 

information from explicit information in terms of logical 

consequence. Ontology reasoning can also be used for 

validation and deduction purposes. The adequate selection of a 

reasoner depends on the characteristics of the reasoning task to 

be performed. There are applications, for example in the 

medical area, where highly accurate results are important as 

the answers represent possible diseases the patient may suffer 

from. In applications where the time performance is more 

critical than the correctness of the reasoning results, 

approximate reasoning becomes a key requirement.  

The performance of ontology reasoning systems is largely 

dependent on the size of the ontologies, the queries, and the 

expressivity of the language. The most commonly used 

evaluation metrics are: load time, query response time, and the 

soundness and completeness in terms of precision and recall 

[8], calculated by comparing the answers of the tested reasoner 

against the results provided by a reference reasoner. The 

quantitative evaluation of the reasoners dealing with 

approximate reasoning benefits from the analysis of the 

variation of the completeness and soundness of the results with 

respect to the gain in speed. Guo et. al. [11] present a 

supportive list of recommendations and requirements for the 

creation of knowledge based systems benchmarks. 

Recent benchmarks performed in the field have shown that 

most reasoners are efficient in only some of the 

above-mentioned aspects. It is thus necessary to perform an 

evaluation, which investigates the behavior of the reasoning 

components by involving small as well as large ontologies in 

terms of the Resource Description Framework (RDF) triples 

[9], [10]. 

 

B. Specific testing methodology 

In order to properly apply the generic framework for the 

evaluation of ontology reasoning software components, it is 

necessary to analyze their characteristics [11]. According to 

the use case requirements [1], the most important 

characteristic is the query response time, which largely 

depends on the size of the ontologies, and the queries used for 

reasoning. Also the completeness and soundness of the results 

are important in the evaluation of approximate reasoners. 

By referring to the general framework explained in the 

previous section, the evaluation metrics selected in the 

―Specification‖ step involve load time, query response time, 

and precision and recall. The ―Design‖ step that addresses the 

creation of the evaluation methodology, refers now in the 

particular application to the selection of the adequate 

ontologies, queries, and the development of a reasoners 

benchmarking tool.  

The general ―Execution‖ step concerns the measurement of 

the selected metrics, and the assessment of the results, which 

depends on the intended use of the technologies. The concrete 

evaluation methodology created in the ―Execution‖ step is 

illustrated in Fig. 3. A set of ontologies and a set of queries are 

applied to both, the tested reasoner and the reference reasoner. 

Then the query response times of the tested and reference 

reasoners are measured and compared. The soundness and 

completeness of the tested reasoner is investigated by 

comparing the answers against the answers from the reference 

reasoners, which are sound and complete. The precision (P) 

and recall (R) are calculated as follows: 

P=correct/(correct+incorrect), R=correct/(correct+miss), 

where ―miss‖ corresponds to the results not found by the tested 

reasoner, ―correct‖ corresponds to the results, which were 

correctly found, and ―incorrect‖ corresponds to the results, 

which were incorrectly computed as part of the answers. 
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Figure 3. Evaluation methodology for the reasoning 

components 
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The described methodology forms the basis for the creation 

of the reasoner benchmarking tool that automatically performs 

the measures, and compares them with the references. 

C. Reasoner benchmarking tool 

The developed benchmarking tool targets at serving the 

―Execution‖ step of the evaluation process. The benchmarking 

tool measures the query response time of the system under test 

and compares it with the reference reasoners, such as Pellet 

[12] and KAON2 [13]. The answers of the queries provided by 

the tested reasoner are also compared against the answers 

provided by the reference reasoners according to the 

evaluation methodology introduced in the previous 

subsection. 

Fig. 4 points toward the features that the benchmarking tool 

offers for the selection of the appropriate ontologies and query 

files, as well as the number of consecutive queries to be 

executed, in order to minimize the effect of caching issues 

[11].  

 

 
 

Figure 4. Screenshot of the developed reasoning 

benchmarking tool and the integrated visualization of the 

results 

The benchmarking tool provides the opportunity to select 

the reasoners for the benchmarking process, as well as the 

output file, where the measures of the query response times 

will be written. An integrated visualization option allows for 

the display of the results to facilitate the comparison of the 

query response time performance of the system under test with 

the alternative approaches. 

The visualized results shown in Fig. 4 illustrate the fact that 

the benchmarking tool can additionally be used to benchmark 

the query response time of a group of reasoners without the 

specification of a system under test. 

 

IV. Application of the generic framework to an 

ontology matching evaluation 

This section demonstrates the application of the generic 

evaluation framework toward a specific testing methodology 

for an ontology matching application scenario that results from 

the THESEUS program [1]. The following subsections 

address the scenario and the testing methodology itself, and 

provide details about the resources used in the evaluation 

process. 

A. Ontology matching scenario 

The concept of matching ontologies means that for each 

concept in terms of relation, and property in a given ontology, 

a corresponding concept has to be located in the second 

ontology, with the same or closest meaning. This is a very 

important matter toward the realization of the semantic web, 

since it deals with homogenization and interoperability 

aspects. Thus, ontology matching can benefit many tasks, such 

as query answering, data translation, navigation, and also tasks 

that use knowledge and data that are distributed in several 

ontologies.  

The performance of the matching components depends on 

the size of the ontologies. Hence, an important requirement for 

the evaluation is the inclusion of series of ontologies with 

increasing size, in order to be able to measure the ability of the 

matching algorithms to cope with them. 

The comparison of the performance of different matching 

tools can be difficult since human experts did not agree on how 

to merge ontologies by now, and we do not yet have a good 

enough metric for comparing ontologies [14]. Further, one of 

the difficulties in this area of interest is that there is no 

consensus on the merits of the various approaches, or on their 

classification. In fact, many overviews of ontology mapping 

vary in their approaches and are incompatible [15]. Qualitative 

evaluation may thus be subjective and produce different 

results depending on the evaluator.  

In order to overcome these difficulties, several initiatives 

have been undertaken, which deal with the evaluation of 

ontology matching components. In line with this development, 

the next subsection addresses a feasible specific testing 

methodology for ontology mapping. 

 

B. Specific testing methodology 

The quantitative evaluation of the mapping software 

components is mostly performed in terms of precision, recall 

and composite measures such as the F-measure (harmonic 

mean of precision and recall), while the time response of the 
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algorithms is not the most relevant aspect according to the 

requirements specification. 

Therefore, the most important metrics to be applied in the 

―Specification‖ step for ontology mapping evaluation are 

precision and recall. In this context, precision can be defined 

as the share of real correspondences between the two 

ontologies among all found, while recall can be defined as the 

share of real correspondences between the two ontologies that 

are found. The proposed metrics are calculated by the 

comparison of the output of the mapping algorithms with a 

manually created reference mapping. The precision (P) and 

recall (R) are calculated in this context as follows: P= 

tp/(tp+fp), R=tp/(tp+fn), where ―fn‖ corresponds to the 

matches between the ontologies not found by the algorithm, 

―tp‖ corresponds to the matches that were correctly found, and 

―fp‖ corresponds to the matches found by the algorithm but not 

present in the reference set of mappings. The F1-measure is 

calculated as follows: F1= 2·P·R/(P+R) 

Another measure introduced in [16] is the ―Overall‖ 

measure, where P is the precision, and R is the recall: 

 

P
ROverall

1
2  (1) 

 

This ―Overall‖ measure estimates the effort that it would 

cost a user to modify the proposed match result to the intended 

result. It is only valid for values of precision above 0.5 

(meaning that at least half of the proposals are correct). 

Otherwise, the overall accuracy is negative, meaning that it 

would take the user more effort to remove the false positives 

and add the missing matches than to complete the matching 

manually. Obviously, the best result is obtained when both, 

precision and recall are equal to 1.0. 

A measure of the ―distance‖ between ontologies can also be 

supportive [17]. Generalized precision and recall are useful to 

overcome some limitations of the classical precision and 

recall. With the classical metrics, ―an alignment may be very 

close to the expected result and another quite remote from it 

and both return the same precision and recall‖, as detailed in 

[18]. Thus, the generalized metrics measure the distance 

between the alignments, instead of the strict equality. 

The particular evaluation methodology for the ontology 

mapping component created to fit the general ―Design‖ step 

explained in Section 2 deals with the comparison of the 

produced alignments with a reference alignment. In this step, 

the systematic benchmark series should be designed to identify 

the weaknesses and strengths of the matching algorithms. For 

instance, the tests progressively discard information, in order 

to evaluate how the matching algorithms treat situations when 

information is lacking. 

The following subsection addresses the selection of the 

tools, and resources needed for the evaluation, such as the 

ontologies to be matched, and the reference mappings. 

Additionally, the comparison with alternative approaches 

performed in the ―Execution‖ step is also described. 

 

C. Tools and resources for an ontology mapping 

evaluation 

Some initiatives arose to handle ontology alignment 

evaluation, and tried to establish a consensus for the 

evaluation of available methods for schema matching and 

ontology integration. One example refers to the Ontology 

Alignment Evaluation Initiative Campaign (OAEI). The main 

objective of the OAEI is to ―improve the quality of ontology 

matching algorithms by continuous comparison with other 

methods‖ [19]. It also aims at providing high quality 

benchmarks that can be used for comparing systems. Another 

main goal of the initiative is to enhance the evaluation methods 

and metrics used. 

The OAEI covers several tracks, which focus on different 

domains, and especially on different characteristics of the 

ontology matching task, such as scalability, ability to deal with 

decreasing information in the ontologies, etc. The OAEI also 

provides useful resources for the evaluation of ontology 

matching technologies, which allow for comparing the results 

obtained with the tested algorithms against the results obtained 

by the participants in the contest. The resources available 

include the ontologies to be matched, and the reference 

mapping used to compute the previously introduced metrics. 

Additionally, there are tools, which can be used to perform the 

evaluation in the ―Execution‖ step. Since the OAEI 2010 

edition it is also possible to perform the evaluation of the 

algorithms as web services, in collaboration with the SEALS 

project [20], which is developing a reference infrastructure for 

the evaluation of semantic technologies. 

 

V. Application of the generic framework to a 

statistical machine learning evaluation 

This Section refers to the application of the generic framework 

to a scenario covering the usage of statistical machine learning 

algorithms in two main settings, as presented in the following 

subsections. 

 

A. Statistical machine learning scenario 

Statistical machine learning techniques have been used in a 

large variety of applications from failure prediction in 

automotive assembly plants [21] to the semantic web. The 

following explanations demonstrate the applicability of the 

generic framework for two settings with a broad coverage of 

applications in the semantic web, namely (1) the semantic 

annotation of unstructured data, which deals with a main 

bottleneck, the manual annotation; and (2) the recognition of 

the structure of textual documents, which is a helpful step prior 

to the textual analysis. 

(1) Semantic annotation in the context of the evaluation 

deals with the generation of RDF triples from textual data. 

Two main subtasks are: Named Entity Recognition (NER), 

and Semantic Relation Extraction (SRE). NRE involves the 

identification of pieces of text with entities, such as person, 

location, dates, etc., while SRE addresses the identification of 

predefined relations between pairs of entities in a text. 

State-of-the-art algorithms are able to achieve near-human 

performance for named-entity recognition, scoring 

F-measures around 95% as stated in [22] in the Message 

Understanding Conference (MUC-6), where the focus was set 

on NER for persons, locations, and organizations [23]. 

However, the achieved performance in both, NRE and SRE, 

depends on the language, the domain, and the entities or 

relations of interest. In other evaluation forums, such as the 

Conference on Computational Natural Language Learning 

(CoNLL-2003) [24], where language-independent NER was 

 A Generic Evaluation Framework for Knowledge-Based Infrastructures: Design and Applications           294 



 

 

in the centre of consideration, or BioCreAtIvE II targeted at 

the biomedical domain, the best F-measure achieved by the 

participants was below 90%.  

(2) The structure recognition of textual documents, such as 

scientific papers, file cards, letters, etc., refers to a textual 

document as an input of the software component to be 

evaluated, while the output represents the extracted layout 

structure, such as headings, footnotes, title, abstract, etc. 

Moreover, the evaluated structure recognition component 

deals also with the visualization and refinement option for the 

structure recognition results. 

 

B. Specific testing methodology 

The requirements specification serves as an important 

reference to bring into the focus of evaluation the appropriate 

entities, relations, domain and language, on the one hand, and 

to facilitate the selection of the appropriate corpora, tools, and 

rating levels, on the other hand.  

The particular application of the generic ―Specification‖ 

step aims at the selection of the traditional metrics: precision, 

recall and F-measure for the NER and SRE evaluation. 

According to [25], [26], the Receiver Operating 

Characteristics (ROC) curve, and more specifically, the area 

under this curve may be used as a single-number measure. 

Also the specific AUC score has been theoretically and 

empirically proved to provide better results than accuracy in 

the evaluation of learning algorithms [25], [26]. Consequently, 

the authors recommend its application it in the evaluation 

process. 

The evaluation methodology created in the ―Design‖ step 

also involves the comparison of the automatically computed 

results against a golden standard. The corpora used in the 

evaluation process were selected from initiatives which deal 

with the quantitative evaluation of SRE and NER, such as the 

Automatic Content Extraction program (ACE) or the Message 

Understanding Conference (MUC-6). In the biomedical 

domain, the GeneRIF (Gene Reference Into Function) dataset 

was used. It consists of 5720 GeneRIF sentences retrieved 

from 453 randomly selected Entrez Gene database entries 

[27]. The task targeted at the identification of relations 

between diseases and genes from a set of concise phrases. 

In the case of the structure recognition, a corpus of 

scientific papers was created, and manually annotated, with 

the structure of each of the parts. The considered labels 

applied were: ‖Abstract‖, ‖Authors‖, ‖FigureCaption‖, 

‖Headline‖, ‖References‖, ―Text‖, ―Title‖ and at last, 

―Ignore‖ in case none of the previous label was applicable. An 

evaluation tool was developed to perform the ―Execution‖ 

step, by means of a ten-fold-cross validation. This tool 

computes precision, recall and F-measure for each field of 

interest, since the results typically depend on their similarity 

with other fields. For instance, it is easier to recognize the field 

‗page-number‘ than fields like ‗abstract‘ or ‗biography‘ [28]. 

In order to evaluate the capability of the visualization and 

refinement option for the structure recognition results, the 

authors propose a quantitative evaluation of the visual 

interface, based on the measurement of the improvement rate 

of the results achieved when users are involved, compared to 

the fully automatic classification results. The time required by 

the interactive process can be computed, and effectiveness and 

efficiency can be then measured. Following the definitions 

from [5], effectiveness is the accuracy and completeness with 

which users achieve specified goals, and efficiency concerns 

resources spent in relation to the accuracy and completeness 

with which users achieve goals. Consequently, the F-measure 

can be seen as the effectiveness of the system, and the 

efficiency can be calculated by dividing the effectiveness by 

the time needed to process the document and get the results.  

A measure of the improvement of the effectiveness of the 

structure recognition system when the visualization 

component is being used for the correction of the results, in 

relation to the additional time required, is computed by 

calculating the slope of the curve in Fig. 5. 

 

 
Figure 5. Improvement of the F-measure by using the 

visualization and refinement option 

 

In Fig. 5, t1 represents the time needed to process the 

document without a user involvement, t2 represents the time 

needed to process the document with a user involvement, F1 

represents the F-measure achieved without a user involvement, 

and F2 represents the F-measure achieved with a user 

involvement. The slope is calculated as follows: ΔF/Δt = (F2 – 

F1)/(t2- t1) 

To assess the results, the authors recommend considering 

the requirements specification, since it may not be possible 

every time to involve users in the structure recognition 

process, or only for a limited amount of time. 

VI. Conclusions and future work 

This article introduced a generic framework for the evaluation 

of knowledge-based technologies. The authors demonstrate its 

applicability by implementing a specific testing methodology, 

and executing respective evaluation of software components 

dealing with ontology reasoning, ontology matching, NER, 

SRE, and document structure recognition. 

This framework covers the principles of the iterative system 

design process, which offer benefits for both, the evaluators 

and the developers. The first iteration of the evaluation within 

[1] has been completed, and feedback from the evaluation 

process has been provided to the developers to facilitate the 

improvement of their components in the following iteration of 

the development cycle. The same procedure applies for the 

evaluation framework itself. The developers‘ feedback is 

iteratively applied to enhance the evaluation methodology.  

Generally, the objective of this article and the underlying 

work, is to improve - based on an advanced research and 

development in the area of knowledge engineering, the 

state-of-the-art in quality assurance of software components, 

which target at the acquisition, processing and better use of 

Time 

t1 

1 

F2 

0 

Fmeasure 

t2 

F1 
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knowledge resulting from multiple sources. The appropriate 

evaluation of the technologies involved is a crucial step, in 

order to achieve this goal. Therefore, our further work will 

focus on evolving and applying the generic framework in 

challenging application scenarios targeting at ontology 

learning from textual data, situation-sensitive dialogue 

processing components, semantic information visualization 

techniques, and further arising technologies. This is expected 

to open up new opportunities for the effective development of 

knowledge-based infrastructures and their successful 

implementation in pioneering applications. 
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