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Abstract: As interdisciplinary domain requiring advanced and
innovative methodologies, the computational forensics domain
is characterized by data being, simultaneously, large scaled and
uncertain, multidimensional and approximate. Forensic do-
main experts, trained to discover hidden pattern from crime
data, are limited in their analysis without the assistance of a
computational intelligence approach. In this paper, a method-
ology and an automatic procedure, based on fuzzy set theory
and designed to infer precise and intuitive expert-system-like
rules from original forensic data, is described. The main steps
of the methodology are detailed, as well as the experiments con-
ducted on forensic data sets - both simulated data and real data,
representing robberies and residential burglaries.
Keywords: fuzzy inference system, fuzzy clustering, forensic
data, computational intelligence

I. Introduction

Defined as data collected on a crime scene, during opera-
tional surveillance or by the information services, forensic
data is considered as an important resource of information,
recorded to analyze certain criminal phenomenon in order to
define preventive or repressive measures. Usually kept in dif-
ferent formats, such as texts, tables and lists, the primary ob-
jective of this data is to identify the phenomena as accurate as
possible. The traditional approach of utilizing this data is to
deliver it to domain experts, in order to be analyzed using the
expertise and basic knowledge of specialists. Usually these
experts are very experienced with different cases for summa-
rizing their principles on top of the phenomena. But their
capacity is limited, due to fatigue, misjudgment and slow re-
sponse, when the cognitive complexity increases to a certain
degree. As a result, it is fairly difficult to carry out the analyt-
ical tasks without the assistance of automatic and intelligent
computational methods [1]. In addition, common solutions
to other domains are difficult to be used onto forensic data
due to its unique features. This affirmation is strongly sup-
ported by two characteristics of forensic data:

• Dimensionality: A crime event is represented by a huge
number of attributes (or dimensions, including temporal
and spatial ones) in order to capture the accuracy of the

criminal phenomena. Moreover, the volume of crime
to be recorded is huge (in a specific crime analysis unit
covering a region of around 700’000 inhabitants, about
100 events are to be scrutinized daily).

• Vagueness: The pieces of evidence (e.g. smudged fin-
germark, fragmentary ear mark, disguised handwriting
or unobtrusive paint scratch) are hidden in a mostly
chaotic environment. The traces identified in a crime
scene will never be identical to known specimen in a
reference base, even if traces are caused by an identical
source.

Therefore, forensic data is both large scaled and uncertain,
multidimensional and approximate. It is hence valuable to
find the analytical framework particularly adapted for the
forensic domain. According to the analysis above, the fol-
lowing requirements are to be considered:

• Primary data is supposed to be kept and represented
with a tradeoff between completeness and facility of us-
ing it. The data recorded should reflect the reality whilst
being not too complicated for emerging methodologies.

• Advanced methodologies supporting theoretical and ap-
plied forensic related processes are needed to assist the
analysis. These methodologies may be new models, al-
gorithms or frameworks.

• The computational framework should be quite intuitive
to be understood by forensic domain experts. The
framework output must allow the experts to use it to-
gether with their domain knowledge to directly supply
conclusive actions.

In recent years, mathematical, statistical and computational
science methods have found extensive applications in devel-
oping new procedures for crime investigation, prosecution
and the law enforcement. Computational Forensic (CF) is
an emerging interdisciplinary research domain. It concerns
the investigation of forensic problems using computational
methods, with the primary goal of discovery and advance-
ment of forensic knowledge [2]. CF works towards in-depth

International Journal of Computer Information Systems and Industrial Management Applications.
ISSN 2150-7988 Volume 4 (2012) pp. 400–410
c©MIR Labs, www.mirlabs.net/ijcisim/index.html

Dynamic Publishers, Inc., USA 



understanding of a forensic discipline, evaluation of a partic-
ular scientific method basis, and a systematic approach to
forensic sciences by applying techniques of computer sci-
ence, applied mathematics and statistics. The contribution
where the expected impact of CF is potentially far reaching
covers two important research aspects:

• Formal modelling of various forensic pro-
cesses/procedures followed during crime investigation;

• The development of an intelligent framework in which
sophisticated computational methods, driven by foren-
sic processes, analyse data and extract potentially useful
information.

Clearly in line with the second theme, the goal of the paper
is to propose a methodology and an automatic procedure for
inferring accurate and easily understandable expert-system-
like rules from forensic data. Due to the imprecise nature of
data and the uncertainties and conjectures which character-
ize the inference structures in this domain, the proposed an-
alytical framework must be based on a soft computing tech-
nique. These methods (which include fuzzy logic, neuro-
computing, genetic algorithms, probabilistic reasoning, etc.)
are computational methods tolerant to sub-optimality, impre-
ciseness (vagueness) and partial truth and giving quick, sim-
ple and sufficiently good solutions. Each of them plays an
important role for data analysis, but from different perspec-
tives. Among the list above, the paper concentrates on the
fuzzy set theory, by analyzing the applicability of different
fuzzy methods to improve the effectiveness and the qual-
ity of the data analysis phase for crime investigation. The
test bed of this paper is the data from forensic case data
representing robberies and residential burglaries in the re-
gion of Lausanne, Switzerland. This data is stored in a re-
lational database formulated via a collaboration of forensic
experts and computer scientists taking the consideration of
real cases.
The paper is organized in the following way. The next sec-
tion will review the state of the art for the literature relevant
to our topic, including data mining and fuzzy logic theory.
The sections III and IV present the basic concepts of fuzzy
set theory on which our approach is constructed as well as a
detailed description of the proposed methodology. The char-
acteristics of the forensic data set on which the test bed is
constructed are depicted in section V followed, in the next
section, by a detailed analyse of the outputs of experiments,
conducted on simulated data and on real data. Finally, the
last section is the conclusive statement.

II. State of the Art

In the late nineties, the significance of computational meth-
ods for forensic investigation service was revealed by the re-
search community (especially in the domains of fingerprint
identification [3] and DNA analysis [4]), and the number of
academic publication relevant to this domain increased grad-
ually in the recent years, especially resulted by the emer-
gence of the concept of computational forensic. According
to [5], the computational methods allows the forensic prac-
titioner to analyse and identify traces in an objective and re-
producible manner, to standardise investigative procedures,

to search large volumes of data efficiently, to assist in the in-
terpretation of results and their argumentation, to reveal pre-
viously unknown patterns, to derive new rules, and to con-
tribute to the generation of new knowledge.
Computational methods find their place in the forensic sci-
ences in three ways [2]:

• They provide tools for the investigator to overcome lim-
itations of human cognitive or perceptive abilities.

• They allow for the analysis of large amounts of data and
the extraction of useful knowledge.

• They can ultimately be used to represent expert knowl-
edge and provide automatic or semi-automatic reason-
ing and inference capabilities.

The inherent heterogeneity and fuzziness of the data natu-
rally calls for data mining techniques in order to discover
hidden knowledge and for fuzzy logic based reasoning to ap-
ply automatic or semi-automatic inference.

A. Data mining

Data mining is a core technology in the specific field of dig-
ital forensics [6], dealing primarily with the investigation of
material present on digital devices. An extensive survey of
data mining techniques in this particular field has been con-
ducted in [7]. Data mining can be used in both crime in-
vestigation and detection, both aspects of crime analysis.
Techniques that have been applied successfully include clas-
sification via cluster analysis [8] and discriminant analysis
[9], association rule mining [10, 11], content retrieval incor-
porating text mining [12] and N-gram-based text categoriza-
tion techniques [13] - particularly in investigations pertaining
to system logs, email or instant messaging evidence. Other
specific data mining such as anomaly detection [14, 15, 16],
data visualisation and various profiling techniques have been
applied to intrusion detection, image analysis (both 2D and
3D) and criminal profiling [17, 18, 19, 20, 21, 22]. Further-
more an adaptive neural network is used to solve the forensic
problem of image matching (personal identification [23] or
postmortem identification using dental radiographs [24]), to
discover existing trends in criminal activities [25] or to pre-
dict fraud litigation for assisting accountants [26].

B. Fuzzy Theory

Fuzzy methods (including fuzzy sets, fuzzy logic, fuzzy in-
ference systems, fuzzy clustering) and hybrid fuzzy meth-
ods (genetic fuzzy clustering, fuzzy neural networks, etc..)
play an important role in learning complex data structures
and patterns, and classifying them to make intelligent de-
cisions. Fuzzy clustering is used in [27] to detect the ex-
planation of criminal activities for crime hot-spot areas and
their spatial trends. Compared with two hard-clustering ap-
proaches (median and k-means clustering problem), the em-
pirical results suggest that a fuzzy clustering approach is bet-
ter equipped to handle crime spatial outliers. An approach
based on fuzzy logic and expert system for network foren-
sics that can analyze computer crimes in network environ-
ment and make digital evidences automatically is proposed in
[28]. Experimental results show that the system can classify
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most kinds of attack types (91.5% correct classification rate
on average) and provide analyzable and comprehensible in-
formation for forensic experts. A pseudo outer-product based
fuzzy neural network (POPFNN) is trained to detect similar-
ity between two fingerprints and decide whether they belong
to the same person [29]. The characteristics of POPFNN,
such as the learning, generalization, and high computational
abilities, make fingerprint verification particularly powerful
when verifying authentic fingerprints subjected to external
conditions and recognizing spurious ones. A two stage fuzzy
decision classifier, using reference fuzzy set information, is
used in [30] to create a text-independent Automatic Speaker
Identification. Finally, a framework of intelligent decision-
support model based on a fuzzy self-organizing map (FSOM)
network to detect and analyze crime trend patterns from tem-
poral crime activity data is proposed in [31]. The resultant
model can support police managers in assessing more appro-
priate law enforcement strategies, as well as improving the
use of police duty deployment for crime prevention.

III. Fuzzy set theory

The literature review outlined in the previous section is a
strong support of the approach considered in this paper, i.e.
the integration of data mining and fuzzy theory is able to set
up the framework for computational forensic and to produce
meaningful results. Consequently, the proposed methodol-
ogy for inferring expert-system-like rules from forensic data
will be based on fuzzy set theory.

A. Fuzzy logic

The term Fuzzy Set was originally proposed by Lotfi A.
Zadeh [32]. It differs from classical notion of set in that
it provides the gradual assessment of the membership func-
tion, which is ranged within the interval [0, 1]. This function
represents the degree of the statement (such as whether the
temperature is high or low) in a fuzzy way.
On top of the theory of fuzzy set, fuzzy logic extends the
case of multi-valued logic. It assigns a degree of truth - a
value varying between absolutely true and absolutely false -
to each proposition. Fuzzy logic (together with neurocom-
puting and genetic algorithms) is one of the techniques of
soft computing, i.e. computational methods tolerant to sub-
optimality, impreciseness (vagueness) and partial truth and
giving quick, simple and sufficiently good solutions. The
guiding principle of these methods is perfectly adapted to the
way in which reasoning and deduction have to be performed
in forensic science (for searching hidden traces in a mostly
chaotic environment, traces never identical with known spec-
imens in a reference base), i.e. on the basis of partial knowl-
edge, approximations, uncertainties and conjectures [2].
Among the general statements about fuzzy logic, we may
enumerate [33] the flexibility, the tolerance of imprecise data,
the capacity to model nonlinear functions of arbitrary com-
plexity (matching any set of input-output data), the capacity
to be built on the top of the experience of experts, and the
facility of use (due to its basis built on natural language).
From another perspective, the utilisation of fuzzy theory fits
well our demand of the forensic domain as the forensic data
rarely presents in an absolute way. It reflects, instead, some

flexible and probabilistic principles recorded based on a se-
ries of phenomena. We are thus able to investigate these phe-
nomena by expressing and analysing the data with the assis-
tance of fuzzy theory [34]. The output result will be more
intuitive and meaningful for domain experts to understand
and make use of.

B. Fuzzy Inference Systems

Describing generally vague concepts (as tall people, hot
weather, morning hours, etc.), fuzzy sets have associated a
membership function (denoted µ(x)) which maps an input
value to its appropriate membership value. A membership
function may be any arbitrary function with values in [0, 1],
but in practice basic functions are used, as piece-wise linear
functions, Gaussian distribution function, the sigmoid curve,
quadratic and cubic polynomial curves. In a mathematical
notation, a fuzzy set is the set of pairs A = {(x, µ(x)}. The
set of elements that have a non-zero membership is called the
support of the fuzzy set.
The fuzzy logical reasoning is a superset of standard Boolean
logic, i.e. the truth functions of connectives have to behave
classically on the extremal values 0, 1. For conjunction, a
family of functions satisfying this condition is the set of
binary T-norm operators [35] (min is a classical exemple),
whereas for disjunction is the set of binary T-conorm opera-
tors (max is a classical exemple). Several parameterized T-
norms and dual T-conorms have been proposed in the litera-
ture, such as those of Yager[36], Dubois and Prade[37] and
Sugeno [38].
A fuzzy rule if-then has the form If x is A Then y is B, where
A and B are fuzzy sets. Interpreting an if-then rule involves
two distinct parts. Firstly, the premise of the rule is evalu-
ated, which involves fuzzifying the input (i.e. calculate the
membership value) and - if the premise have multiple parts -
applying any necessary fuzzy operators. Secondly, the result
is applied to the consequent (operation known as implica-
tion) using an implication function, which modifies the out-
put fuzzy set to the degree specified by the antecedent. The
modification is usually realized by truncation, using the min
function, or by scaling, using the prod function, but other
theoretical approaches have been proposed [39, 40].
The fuzzy inference is the process of formulating the map-
ping from a given input to an output using fuzzy logic. The
systems using fuzzy inference have been applied in different
domains, as automatic control, data classification, decision
analysis, expert systems or computer vision. In the litera-
ture two types of fuzzy inference systems (FIS), differing
by the way the output is determined, are the most known:
Mamdani-type and Sugeno-type. The Mamdani’s fuzzy in-
ference method [41] expects the output membership func-
tions to be fuzzy sets. For Sugeno-type systems [42], the
output membership function is a singleton, which simplifies
the defuzzification process. In general, Sugeno-type systems
can be used to model any inference system in which the out-
put membership functions are either linear or constant.
In the context of an universe comprising fuzzy sets and a
number of weighted fuzzy rules if-then, a fuzzy inference
process comprises five phases: (i) fuzzification of the input
variables (those appearing in the antecedent part of the rules),
(ii) application of the fuzzy operator (AND or OR) in the an-
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tecedent (if necessary), (iii) implication from the antecedent
to the consequent, (iv) aggregation of the consequents across
the rules, and (v) defuzzification.
If the system starts with more than one rule, the fuzzy sets
representing the output of rules implying the same variable
are combined (aggregated) into a single fuzzy set. This op-
eration is applied during the fourth phase of the inference
process. The output of the aggregation phase is one fuzzy
set for each output variable. The fifth phase allows to ob-
tain a single numerical value, by applying the defuzzification
process on the output fuzzy sets. Among the most popular
defuzzification methods we may enumerate the centroid cal-
culation (for Mamdani-type systems) and the the weighted
average (for Sugeno-type systems).
The basic model for a fuzzy inference system considers that
membership functions, representing the characteristics input,
are predetermined by the user. In the situation where these
characteristics can’t be ”guessed” only by looking at the data,
a neuro-adaptive learning technique may be used to learn in-
formation about a data set, by choosing the parameters so as
to tailor the membership functions to the input/output data.
The final system is called an adaptive neuro-fuzzy inference
system because it uses a network-type structure similar to that
of a neural network for the learning purpose. The fuzzy mod-
eling approach comprises the classical system identification
steps: hypothesizing a parameterized model structure, col-
lecting input/output data in an appropriate form, training the
FIS model according to a chosen error criterion and validat-
ing the model.

C. Fuzzy Clustering

Another essential element in our approach is Fuzzy Cluster-
ing. The aim of a cluster analysis is to partition a given set of
data or objects into clusters (subsets, groups, classes), such
that the data that belong to the same cluster should be as sim-
ilar as possible, and the data that belong to different clusters
should be as different as possible. The Fuzzy C-Means Clus-
tering (FCM) is an unsupervised goal oriented clustering al-
gorithm, introduced by Dunn [43] and generalized by Bezdek
[44].
The term fuzzy is used here to refer to the way how the anal-
ysis of clusters is done: an item xk can be assigned to several
clusters ci, through the membership functions µi. The goal
function of the FCM is defined by

J(U,C) =
c∑

i=1

n∑

k=1

um
ikd2

ik (1)

where uik = µi(xk), m ∈ (1,∞) defines the degree of
fuzziness and d2

ik = (xk − ci)T (xk − ci) is the squared dis-
tance (usually the euclidian distance) between the item xk

and the center ci of the cluster ci. The clusters’ centers are
stored in the matrix C whereas the matrix U contains the
corresponding values of uik.
The optimization problem can be described as minimize
J(U,C) under the constraints

(i) (∀k)
∑c

i=1 uik = 1

(ii) (∀i)∑n
k=1 uik > 0.

In order to solve this optimization problem the Lagrange
method can be used.

J(U,C, λ) =
c∑

i=1

n∑

k=1

um
ikd2

ik −
n∑

k=1

(
λk

(
c∑

i=1

uik − 1

))

(2)
The derivative for u, c and λ have to be calculated. This leads
to the following solution

ci =
∑n

k=1 um
ikxk∑n

k=1 um
ik

; uik = 1/

c∑

j=1

(
dik

djk

) 2
m−1

(3)

The FCM algorithm consists of the following steps:

1. initialize the matrix U0

2. calculate the matrix Cs = [ci]

3. calculate the matrix Us = [uik]

4. if ||Us − Us−1|| < ε then stop, else goto step2

The FCM algorithm is efficient, straightforward, and easy to
implement, but it is sensitive to initialization (due to random
selection of initial center points) and so is easily trapped in
local optima. Moreover, the number of clusters to be gener-
ated for the given data set needs to be specified a priori. To
overcome these problems, different solutions were proposed,
such as a PSO-based fuzzy clustering algorithm [45], a ge-
netic fuzzy k-Modes algorithm [46] or a hybrid fuzzy clus-
tering algorithm based on FCM and rough sets theory [47].

IV. Fuzzy Clustering based Methodology

As we have stated in the introduction section, the main ob-
jective of this paper is to build up a methodology which
constructs the expert-system-like if-then rules automatically
from the forensic data. There are two main constraints for the
rules. On the one hand, the rules extracted are supposed to
be as precise as possible to reflect the phenomena in reality.
On the other hand, they should be intuitive, understandable
and applicable by the experts specialized in the forensic do-
main (not necessarily in expert systems or other information
domains). We aim to find a tradeoff for these two factors
above to provide a meaningful methodology as well as its
experimental results.
The methodology we are proposing here, based on fuzzy
clustering, is one of the many used for inferring member-
ship functions for fuzzy variables from raw data. The overall
procedure consists of three main steps:

1. clustering the raw data

2. extract the membership functions from the data

3. create the fuzzy inference system

We will give now a short description of each step.

A. Clustering the Raw Data

In order to provide meaningful membership functions for the
fuzzy variables representing interesting dimensions, a clus-
tering algorithm is applied during the first step of the method-
ology. In respect to the forensic data, these dimensions will
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correspond to attributes (or groups of attributes) from the
forensic database (detailed in section V). The clustering pro-
cedure is based on a Fuzzy C-Mean algorithm, which has the
important advantage - in respect to the general framework -
to produce a membership value for each data point, defining
its degree of membership to each cluster. Nevertheless the
same algorithm has some negative points in the sense that it
is not invariant to linear transformations and it is also sensi-
ble to the initialization of the cluster centers.
The FCM outcome which is important for the next step is the
matrix U : the element uik defines the degree of membership
of the element xk to the cluster ci. In order to get this output,
the algorithm must receive as input the list of elements that
have to be clustered (each element xk being a multidimen-
sional data point, represented as a tuple of values for each
dimension), as well as the number of clusters to generate.
For the experiments conducted in this paper the number of
clusters was provided by the user, but it would also be pos-
sible to use automatic techniques, e.g. differential clustering
to generate the number of clusters.

B. Extraction of Membership functions

Obviously, the construction of a membership function for a
fuzzy set depends on the preselected type (shape) of such a
function. For illustration purposes we will focus only on the
symmetric Gauss membership functions. However, the same
general procedure as outlined here can be applied to all kinds
of membership functions. The main idea consists of inferring
the parameters of the membership function from the output
values obtained in the previous step. The Gauss membership

function has the following form: g(x, σ, c) = e
−(x−c)2

2σ2 . This
function depends on two parameters c and σ, where c corre-
sponds to the centers of the clusters found during the FCM
clustering and σ is calculated using the forensic raw data and
the U matrix obtained in step one.
Concretely, for each cluster ci and each fuzzy variable j (data
dimension) the following formula can be applied.

σ(i, j) =
1
N

N∑

k=1

√
−(xkj − ci)2

2 log(uik)
(4)

where N is the number of data points, xkj is the value of
data point k for the dimension (database attribute) j, ci is the
center of cluster ci and uik is the degree of membership of
point k in cluster ci. However this function would go to in-
finity if one data point corresponds exactly to the center of
the cluster. But these points are not adding or removing any-
thing to the spread of the Gaussian curve and can therefore
be removed, for our purposes. This concludes the second
step; now a number of #cluster × #dimension member-
ship functions are defined and the corresponding fuzzy sets
will be used to construct the rules of the inference system.

C. Creating the Fuzzy Inference System

The rules to be included in the fuzzy inference system should
fulfill the constraint of being easily understandable by a do-
main expert, e.g. a member of the police corps or a forensic
specialist. As fuzzy rules, both components - the antecedent
part and the consequent part - involve fuzzy sets. If, for ex-
ample, the following fuzzy sets would be defined:

(A) late evening, over the universe represented by the slot
6.00p.m - 12.00p.m.

(B) rural, over the universe represented by geographical co-
ordinates, and

(C) high, over the universe represented by the unit interval
[0, 1]

then a meaningful and understandable fuzzy rule could be
(expressed as a natural language sentence):

IF time is "late evening" and place is
"rural" THEN possibility of a robbery is
"high"

and expressed as a fuzzy logical formula as

(x1 ∈ A) ∧ (x2 ∈ B) ⇒ (y ∈ C)

For each cluster generated during the first step of the method-
ology, a certain number of fuzzy sets - equal with the number
of dimensions - are defined by the the corresponding mem-
bership functions extracted during the second step. There-
fore, all the elements for constructing rules are available. The
first decision to be taken is to choose which dimensions will
be used in the premise part of the rule and which will be used
in the consequent part. During the experiments described in
the paper, the fuzzy rules have been limited to those implying
a single dimension in the antecedent part, but our approach
also allows for conjunctions of dimensions in the premise (as
in the previous example). Once the list is created, the fuzzy
rules of the given form are defined for each cluster. The set
of all rules will then constitute the fuzzy inference system.
The last decision is to select the type of fuzzy inference sys-
tem that will be used. This choice depends on the further
usage of the fuzzy system. The experiments in the paper are
based on a Mamdani-type system, however, in the practical
application we prefer the Sugeno-type system, especially for
further automatic improvements of the system.
After finishing these steps a complete system is available. It
can be used in the process of investigation to perform tasks
such as prediction, characterization, or validation. All of the
steps needed in our methodology may be easily implemented
in most of the data analysis environments (some of them hav-
ing even comparable procedures predefined).

V. Multidimensional Data Set

The three main categories of data/information related to ac-
tivities that are dealing with police data and information are
the following:

1. Crime Scene Data: all the data collected at a crime
scene.

2. Risk Assessment Data: data collected during opera-
tional surveillance or collected by the information ser-
vices, in order to be able to analyse certain criminal phe-
nomenon. This data and information is used for defining
preventive or repressive measures.

3. Jurisdiction Data: data and information collected for
use in justice. There are two groups in this category:
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(a) data/information related with one particular crime
or a series of crimes committed by the same author

(b) data/information that, once the author is known,
will be used to construct proofs that can be used in
court of justice

These three categories are following very different types of
logic, all related to the divergent goals to achieve using this
data and information. Generally speaking, the processes fol-
lowed to acquire this knowledge and the logic applied in the
different cases is very poorly documented and the links be-
tween them are unknown. The methodology proposed in this
paper is focusing on the first and the second category of data,
for which the current approaches leads to suboptimal results
as it is illustrated by crime analysis approach - mainly based
on environmental criminology which typically tends to ne-
glect crime scene data and computational methods. Some
Bayesian approaches have emerged in the third category but
they seem not to be of general interest and usability for the
first two categories. This is why we think that the results of
this paper could make a significant scientific contribution.
The forensic database we are working with in our study
contains all the collected data about events representing
robberies and residential burglaries in the canton of Vaud,
Switzerland. This high-dimensional database contains infor-
mation about events, identities, vehicles, tests, relations, etc.,
characterized by about 70 attributes. We conducted tests on a
wide range of objects, but for space constraints we decided in
this paper to focus on the ”event” part of the database. This
part is typical enough to present our main results and does not
need long presentations. Each event is identified as a point
having three dimensions (a dimension being represented by
an attribute, a derived attribute or a group of attributes):

• Temporal dimension: characterized by starting/ending
date and time of occurrence.

• Spatial dimension: characterized by the geographical x
and y coordinates, based on the Swiss reference system
CH1903 and by the address coordinates (county, city,
zip, etc..).

• Typology dimension: characterized by the event type,
offender type, address type (apartment, residential
house, commercial store, etc..) and modus operandi
type (from roof, alarm disabled, blowlamp, etc..).

VI. Experiments

In order to evaluate the capability of the proposed methodol-
ogy to deliver meaningful rules (both precise and understand-
able), we decided to conduct experiments using two types of
data. The first one is a simulated datasets, strictly respect-
ing the structure of the original forensic database, however
containing some hidden internal structures. This first exper-
iment is intended to test if the methodology is able to un-
veil these structures and, at the same time, to check that the
system is not discovering non-existing structures. The sec-
ond datasets is represented by the original forensic database.
Even if the rules generated during this last experiment re-
vealed, in our opinion, interesting connections between the
different dimensions of events, their interestingness and us-
ability can be confirmed only by forensic domain experts.

A. Simulation

As explained above, an event database containing temporal,
spatial and typological information was simulated according
to the following requirements for the three dimensions:

• Temporal dimension: five years worth of data, divided
in year, month, day (including weekday).

• Spatial dimension: x − y-coordinates of the region un-
der investigation. Uniformly distributed events, cities
and rural regions, and highways were simulated. The
cities were simulated as independent, aligned in respect
to the x-coordinate (longitude) and in respect to the y-
coordinate (latitude).

• Typological dimension: simplified numerical value. In
this basic structure of the database hidden rules were
integrated, e.g. the typological value is probabilistically
higher for rural regions, the probability of having events
occurring on a weekday are higher than on weekends,
etc. The goal is to test if the system is able to unveil
them. Some of these examples are presented as follows.

Globally, the obtained results were very satisfactory. Fol-
lowing the proposed methodology, the system was able to
unveil all the hidden structures integrated into the generated
datasets. Also, while being more difficult to assess, the accu-
racy of the results was very positive. The datasets were gen-
erated using probabilistic algorithms which introduce errors.
The errors produced by the proposed methodology had also
comparable statistical distribution as the errors introduced by
the generation procedure. This is the base on which we may
conclude that the accuracy of the approach is satisfactory.
Furthermore it has to be underlined that the fuzzy inference
system constructed in the three steps outlined above is not
intended to be in its final shape. These systems can further
be improved using methods not mentioned here.

Figure. 1: Spatial distribution of the events.

In the following, two examples are presented as an illustra-
tion of the kind of results obtained in general. In both ex-
amples the same spatial distribution of events was used. It
simulates three cities, two of them being aligned in respect
to the x-axis and two in respect to the y-axis (see Figure 1).
The goal of these examples is to predict the typology from
the x and y values. Remark: the number of clusters (input
parameter for FCM algorithm) was set to three. Therefore,

  405 Stoffel, Cotofrei and Han



Figure. 2: Three cities with similar typologies of events.

the number of membership functions along each dimension
is equal to three.
In the first example, a situation where the typology attribute
has the same value for all the events occurred in the three
cities was simulated. The density of events is higher in the
center and then degrades as we move away from the center.
In Figure 2 we can see in the first graph that the two left mem-
bership functions along the spatial dimension X are overlap-
ping, as the two cities on the left share similar x-values. In
the second graph one can see the same phenomenon in re-
spect to the y-values for the upper cities. For the output vari-
able (typology) we even have all three membership functions
that are overlapping, which is correct as the three cities have
similar values.

Figure. 3: Three cities with different typologies of events.

In the second example (see Figure 3) it was simulated a sit-
uation where the typology (output variable) for the events in
the three cities has different values. Now we can see that the
three membership functions of the output variable illustrate
this fact.
It can be observed that, in the first example, only two mem-
bership functions for spatial dimension X, two for spatial di-
mension Y and one for the typology dimension would have
been sufficient, and in the second example the same remark

for X and Y dimension, but three membership functions for
the topology. The current approach does not automatically
adapt the number of membership functions, however they
can be manually adapted.
Even though the results are very encouraging, there is one
important drawback to mention. Following the proposed
methodology, the number of membership functions per fuzzy
variable (i.e. database attribute) is always equal to the num-
ber of clusters created (even if some membership functions
may be identical). Although this approach allows to fix the
number of clusters by the user, only one value is possible.
For the type of forensic data involved in our experiments it
is difficult to fix the number of clusters that would produce
meaningful membership functions for the temporal and the
spatial dimensions. This does not reduce the quality of the
numerical results of the fuzzy inference system, however, it
might be difficult to assign a clear semantics to these fuzzy
sets (and implicitly, to fuzzy rules) which is important in sys-
tems designed for domain experts.

B. Residential Burglaries Cases

The main objective of the experiment based on simulated
data was to demonstrate, by using some simple but persua-
sive examples, that the proposed methodology is appropriate,
from different perspectives, for multidimensional and fuzzy
forensic data. But the logic of a simulation process for artifi-
cial data is ”from rules to data”, contrary to the usual applica-
tions, requiring a rule discovery process ”from data to rules”.
Therefore, to evaluate the real capability of the methodology
it is necessary to conduct experiments on the real data.
In a first phase, we intend to focus on the data itself, aiming
to find some simple rules from unsophisticated analysis of
the data set. Figure 4 displays the geographical distribution
of the cases using MapPoint application [48]. The visualisa-
tion of the distribution facilitates an intuitive understanding
of data and reveals some principles which might be useful for
further analysis phases:

(i) The outline of the graph follows exactly the geograph-
ical shape of the region Vaud. This, to some extent,
reveals the completeness of our data.

(ii) The density of the cases in each region varies consis-
tently with different socio-economics factors leading to
the differences between the regions. Among these fac-
tors we may enumerate the intensity of economic ac-
tivity or the size of population. For example, the re-
gion around the cities and littoral parts present more
cases than other regions since there are more habitants
and commerce in these regions, coherent with our direct
impression. The result, in terms of longitude and lati-
tude, of the four clusters in Figure 5 reflects exactly the
four main centres of Vaud in Figure 4 - Nyon(denoted
in black colour in these figures), Lausanne(red), Yver-
don(green) and Montreux(blue).

(iii) There are still some data points in this figure which look
interesting for our methodology and for domain experts,
asking a deeper and detailed investigation. For instance,
some noise points (one in the middle of Leman lake!)
and some particular regions with a non-expected high
rate of cases are found in the figure.
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Figure. 4: Case distribution in the region of Vaud, Switzer-
land

Figure. 5: Clusters of the case distribution

For the next step, since this data is multidimensional, with
a number of attributes, our objective is to discover the rules
and principles among these attributes. We are going to design
some typical experiments to illustrate how the fuzzy cluster-
ing methodology works on our data set.
As already known from previous forensic studies, the fre-
quency of reported cases varies obviously regarding differ-
ent periods of the year. We would like to carry out an experi-
ment, trying to discover the relationship between each month
(or group of months) and its corresponding frequency of the
occurred cases. Therefore the output fuzzy variable is given
by the ”frequency” dimension, which is derived from typol-
ogy dimension, whereas the input fuzzy variable is given by
the temporal dimension ”month”. In order to set the initial
number of clusters (the input parameter C of the method-
ology), the best approach is to use the concept of linguis-
tic variable [49]. Such a variable takes as values words or
sentences in a natural or artificial language. If ”frequency”
is a linguistic variable, it may takes as values, e.g., the ex-
pressions {low, average, high} (which implies three initial
clusters) or {very low, low, average, high, very high} (imply-
ing five initial clusters). Consequently, the parameter C will
be set according to the meaning a user intends to give to the
values of output linguistic variable.
Figure 6 depicts the three clusters along the temporal di-
mension ”months” (upper graph) and the typological dimen-
sion ”frequency” (bottom graph, normalized over the inter-
val [0, 1]). The correspondence between the fuzzy sets from
the bottom graph and the natural expressions {low, average,
high} (values of linguistic variable ”relative frequency”) is

Figure. 6: The input and output fuzzy variables, ”months”
and ”frequency”

straightforward. On the other hand, the meaning of the fuzzy
sets from the upper graph, conceived as values for the lin-
guistic variable ”year period” are not obviously: the left one
may be identifies as carnival period (in Switzerland, most
carnivals are held in February), the middle as summer season
and the right one as end year period. Therefore, the fuzzy
clustering methodology generated in this context a fuzzy in-
ference system containing three fuzzy rules:

(A) IF month in "carnival period" THEN
relative frequency of robberies is
"average"

(B) IF month in "summer season" THEN
relative frequency of robberies is
"low"

(C) IF month in "end year period" THEN
relative frequency of robberies is
"high"

The rules seem interpretable. For example, economical and
social activities are occurring more often during the months
following the summer holidays. Taking the traffic as an ex-
ample, the number of passengers taking public transportation
increases from the end of September due to the start of au-
tumn semester for schools at all the levels and for universi-
ties. There are thus more cases of pickpocketing. On the
contrary, during summer time, the duration of the day time is
much longer compared to other seasons, leading to a lower
frequency of reported cases.
The following experiment is to find the rules relating the
week days (input fuzzy variable) and the case frequency (out-
put fuzzy variable). This experiment is interesting in that
week day is an important periodical unit in our work and life.
Plenty of plans are scheduled based on the week days. If it
possible to find some positive results, it will be very mean-
ingful for both domain experts and citizens to take some fur-
ther actions as prevention.
The meaning of the three fuzzy sets over the temporal dimen-
sion ”week day”, depicted in the upper graph of Figure 7, are
easily identified with natural language expressions start of
week, middle of week and weekend. On the other hand, the
meaning of the second fuzzy set over the ”frequency” dimen-
sion is not exactly average, like in the previous experiment,
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but rather average to high. Therefore, the following fuzzy
rules are members of the fuzzy inference system:

(A) IF day in "start of week" THEN
relative frequency of cases is "low"

(B) IF day in "middle of week" THEN
relative frequency of cases is
"average to high"

(C) IF day in "end of week" THEN
relative frequency of cases is
"high"

One of the explanations is that people spend more time on
Saturday and Sunday with their families and friends for so-
cial and commercial activities, enlarging the possibility of
burglary. On the other hand, their awareness is usually high
at the beginning of the week, as the reason why the cases
happened less frequently at this period.

Figure. 7: The input and output fuzzy variables ”week day”
and ”frequency”

The last experiment concernes the relation between the hour
when a case occurred and the frequency of cases. The goal
is to discover during which hours there are more records and
also in which period it happens more rarely. Similarly to
the previous two experiments, three clusters will be estab-
lished. As shown in Figure 8, the upper graph depicts the
three fuzzy sets over the temporal dimension ”daily hours”,
identified as early morning, afternoon and evening. The bot-
tom graph of Figure 8 displays the fuzzy sets along the di-
mension ”frequency”. Contrary to the previous experiences,
it is not possible to identify these sets with the values {low,
average, high}; in fact, two of the sets, almost identical, may
be identified with the value average and the last set with the
value high. This particular situation proves that the rule fix-
ing the initial number of clusters as the number of expected
values for the output linguistic variable is not always appro-
priate; a second option is to set this parameter according to
the expected values for the input variable.
The resulted fuzzy inference system will include finally only
two rules:

(A) IF hour in "early morning" OR in
"evening" THEN relative frequency of
cases is "average"

(B) IF hour in "afternoon" THEN relative
frequency of cases is "high"

Figure. 8: The input and output fuzzy variables ”daily hour”
and ”frequency”

A possible explanation of the peak frequency during the af-
ternoon is that few people are at home and more social activi-
ties are taken during this period of the day. But, as we already
emphasized, the validation of the interestingness, usability
and accuracy of the fuzzy rules generated by this method-
ology can not be performed without the collaboration of a
forensic domain expert.

VII. Conclusion and Future Work

In this paper we described a cluster based methodology to
automatically extract expert-system-like if-then rules from
forensic databases. The development framework is related
to a new interdisciplinary research domain, the computa-
tional forensic domain. Based on the analysis emphasizing
the main characteristic of forensic data - large scaled and un-
certain, multidimensional and approximate - we decided to
consider both data mining and fuzzy set theory as our re-
search fundamentals. The proposed methodology, consist-
ing of three main phases (fuzzy clustering data, membership
function extraction and fuzzy rules generation) is proven to
be easily implementable in most data analysis environments.
A series of experiments, using both simulated and real data
set, showed satisfactory results: the generated fuzzy rules
captured all the hidden structures from simulated data and
also known forensic dependencies from real robberies and
residential burglaries data. The accuracy of the inferred rules
was clearly higher than the minimum level required to make
them usable in a practical setting. However, the tests have
also shown a drawback that should not be neglected: the fact
that it is not always obviously to find an intuitive semantics
for some of the fuzzy sets (even though they are producing
high quality rules). This fact complicates the communica-
tion with the domain experts, which are supposed to validate
the meaning of the generated rules. A possible solution to
this drawback is to extend the methodology, in the future,
through the incorporation of forensic domain knowledge ca-
pable to drive the inference rules process.
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