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Abstract: Recently, Evolutionary Multi-objective
Optimization (EMO) researchers have addressed the sk of
incorporating Decision Maker's (DM’s) preferences h EMO
Algorithms (EMOAS) in order to guide the search towads the
preferred region of the Pareto front which is callel Region Of
Interest (ROI). In fact, the DM is not interested n discovering
the whole Pareto front especially with the increasef the number
of objectives. Once the ROI is well-approximated,ite DM can
subsequently select the final solution to realizéJnfortunately,
most of the proposed studies assume the uniquenexsthe DM
which is not the case for several decision makingtsations. Few
preference-based EMOAs have addressed this task byiding
the search based on several reference points eadrresponding
to a particular DM then searching for an average R@ However,
this method does not resolve the problem and mostNIs are still
dissatisfied since the EMOA cannot achieve a conserssbetween
the different negotiators. Additionally, DMs are nd equally
important from a hierarchical viewpoint. In this study, we
address this problematic differently by providing the
non-equally important DMs with a negotiation suppot system
based on software agent paradigm to aggregate thedonflicting
preferences before the beginning of the evolutionsr process.
This negotiation system helps the DMs to confront ah adjust
their preferences through a number of negotiation ounds. The
output of the system is a set of social preferencegich will be
injected subsequently in the EMOA in order to guidethe search

characterized by: (1) the ideal point and (2) thdinone [10].
Over the two last decades, EMOAs have demonsttatsd
effectiveness and efficiency in approximating théole
Pareto front [5], [22]. However, in reality, the DM not
interested to the whole front rather than the partf the front
that matches at most his/her preferences, i.e., Rod.
Recently, several preference-based EMOAs were geipto
search for the optimal ROI [4], [14].

Nevertheless, most preference-based EMOAs assugne th

uniqueness of the DM. Very few of these algoritlonesider
the hypothesis that there exists more than one PMjbcting
several reference points in the EMOA each corredipgrio a
particular DM than the algorithm provides an aver&pl
[12]. However, this mechanism does not resolveptiadlem
since most DMs are still dissatisfied. In fact, tagk of DMs’
preference aggregation cannot be delegated to a4 Nihis
latter cannot achieve a consensus between theratiffe
negotiators. Additionally, usually, DMs have diffet levels
in terms of hierarchy. This aspect is also ignoiredhese
algorithms. Motivated by these observations angliied from
the works [3], [6] and [9]; we propose in this papse
negotiation support system called W-NSS-GPA (Weidht

Negotiation Support System for Group Preference
Aggregation). W-NSS-GPA takes as inputs the DMs’
preferences modelled as reference points and thes’ DM
hierarchy levels modelled by weights. Then, it jdeg as
output a single Social Reference Point (SRP) tbatesponds
Mo an aggregation of all DM’s preferences. By rugnthe
preference-based EMOA with this SRP, we obtain @aso
ROI corresponding to aggregated DMs’ preferencexhE
solution picked from this region is considered asaasfying
solution for each of the DMs. We aim by W-NSS-GRA t
ensure the highest level of satisfaction for all ©Mince, in
Most real world problems involve the simultaneouseg| situation, the DMs’ preferences are usuallgfieting,
optimization of several conflicting and incommerahle NSS-GPA offers the DMs with a framework of negatiatto
objectives under some constraints. The solution ato confront and update their preferences through abeurof
Multi-Objective Problem (MOP) corresponds to a st pegotiation rounds while taking into account thedmance
trade-off solutions called the Pareto front whicB ijeyel of each DM. In fact, each DM expresses his/he

towards a satisfying social ROIl. The proposed systenis
demonstrated to be helpful for such group decisiommaking
situation through a case study in addition to a pratical instance
of the Portfolio selection problem.

Keywords: group decision making, negotiation support syste
evolutionary multi-objective  optimization, DMs’ hirchy,
Portfolio selection problem.
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Figure 1. W-NSS-GPA architecture.

preferences in the form of an aspiration level eedéte., a
reference point) where each aspiration level vidsebetween
the corresponding nadir value and the ideal onederAf
minimizing the gap between DMs’ preferences, thePS
supplied by W-NSS-GPA corresponds to the averagmwef
all aspiration level vectors. Consequently, thadpsnciple
of W-NSS-GPA is to provide the mean of the DMserehce
points after minimizing the variance (the confljcketween
them.

In this work, we assume that there are no coaktlmtween
the DMs. The remainder of this paper is struct@edbllows.
Section Il describes W-NSS-GPA. Section Il dematst
the usefulness of such system through a case edtion IV
valorizes the proposed system through its apptinatdo a
practical instance of the Portfolio selection pesbl Section
V concludes the paper and provides some avenudatioe
research.

II. W-NSS-GPA

A. Overview

Since our goal consists in providing a framewornkdifferent
non-equally important DMs to negotiate their preferes, we
choose to exploit the software agent paradigm [Id}his
work, we propose an agent-based system for greefenence
negotiation (W-NSS-GPA) to bring closer DMs’ refece
points through a certain number of negotiation dsuin fact,
each DM is represented and assisted by a softwerd aalled
Assistant agent. The overall process is superviaad
controlled by a software Moderator agent. Fig. avehthe
architecture of the proposed system. We note tlaah e
Assistant agent can communicates with anyone obther
Assistant agents in addition to the Moderator agent
Initially, each human DM agerg; (j=1...,q) expresses

his/her preferences as an aspiration level vec
AV, =[a;;,....a;y] where M is the number of objectives.

Additionally, each objectivé
(i=1..,M) the acceptable deviation quantity from his/her

he/she provides for

specified aspiration leved; so that the agent is still satisfied

with these specified deviations. Once all DM agdmisve
expressed their preferences, the negotiation psdazaggins. At

Reach negotiation round of W-NSS-GPA, a DM agent haye

one of the following two states: ($atisfiedor (2)dissatisfied
These two states are defined as follows:

Definition 1: ADM agentE; (j=1....g) is said to be satisfied
if all its aspiration levels; (i =1..,M) o-coincidewith the
social aspiration levels. An aspiration lewg] is said to

c-coincide with the social aspiration levaf*® if and only

if: We

avg

g
a™i = (Z?:laji )/q and SRP=[a?,...,a5"].

Definition 2: A DM agent E; (j=1..,.9) is said to be

dissatisfied if at least one of his/her aspirat®rels does not
o-coincide with the relative social aspiration level

~oj <aj <a®+oy. note  that

After each negotiation round, the Moderator agent
constructs a set of direction rules from the obsgrdM
agents’ preferences (cf. section 11.B.1). Thesedion rules
guide the DMs when updating their preferences s tte
consensus rate increases and hence the negottorss
converges towards a SRP more quickly. A satisfistidgent
can follow the direction rules in order to stop tiegotiation
processes as soon as possible so that he/sheefintble
negotiation with a satisfied state. However, aatisied DM
agent can have two attitudes: (1) passive whopwmitsue the
Moderator’s direction rules or (2) active who hae of the
two following behaviors:

« manipulator this kind of DMs will lie about his/her true
preferences in order to direct the SRP towardshéis/
tgreferences. For example, an agentaspiration levek; is

set to 04 (with o; =01). However, the corresponding

current social aspiration levef*? is found to be equal to 0.7.
E; will lie in the next negotiation round by puttirg to 0.1
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in order to try to decreas@®?® towards his/her true
preferences about th objective (i.e.,04).

* non-manipulator this kind of DMs will search for the
dissatisfied DMs and will invite them to update ithe
preferences with the aim of modifying the SRP talgdris/her
preferences. For example, for two dissatisfied Dilsand

E,, we suppose that, for the objectiig, we have:a;; =05,
a,; =03 and a/*? =08. E; will send a request t&, in order
to invite him/her to decreass, (eventually, while respecting
his/her specified acceptable deviatien, ). In fact, by
decreasinga;; and a,,,
become closer

a value will decrease and will
toa, and a, which decreases the
dissatisfaction level for both DMs.

Manipulation in voting systems is seen to be a atigist
behavior which should be avoided [6], [15]. Foristhéason,
the Moderator agent which has a global overviewuslbioe
overall negotiation system, may perceive that thexest
manipulations during the negotiation rounds anctbetetects
the manipulator agents. In fact, in NSS-GPA, a malation is
seen as an abrupt change in the DM’s preferencehwsims
to modify one or more social aspiration levels ey to
increase the DM’s individual welfare. Manipulatiseems to
be a selfish and dictatorial behavior becausel idgénts are
manipulators, the consensus will never be reachddhance
the negotiation process will never end. For thissom, the
Moderator agent has the role to detect manipuladars to
punish them by retrieving them the right to updtteir
preferences without following the global directianes. In
fact, manipulators will be punished by forcing thepursue
the global direction rules issued from the Moderataftware
agent.

B. Conceptual details

1) Production of direction rules and process control

(a) Determination of the set of preferences to jpaated
For each aspiration levae} of a DM agentE; , the Moderator

computes the mean gap separating from the aspiration

280

If (MG _aspiration(a
Update (a;; );
End If

(b) Determination of the set of DM agents invitedupdate
their preferences

At the beginning of the negotiation process, all Blyents can
be invited to update their preferences. In facanifaspiration
level evaluationa;; is to be changed, then automatically the

i ,W) > Average MG (g ,w)) Then

DM agentE; is invited to modify his/her preferences. This

mechanism allows evading the problem of group tyyd@3].
After some negotiation rounds, the consensus leviél
increase. In order to preserve this increase andueage the
consensus improvement, we minimize the number
aspiration level evaluations to be updated. ThatEeved by
minimizing the number of DM agents invited to mgdifieir
preferences. These agents are identified as fallows

For each DM agenE;, the Moderator agent computes the

of

mean gap separating the agent’s preferences frbothar
agents’ preferences while taking into account thilsD
hierarchy as stated by equation (3):

MG _agent(E;,w) = Zq:Gap(Ej,Ek)/(Q‘l) (©)

K=Lk# j

M
where  Gap(E;, Ey,w) =Z‘WJ' aj —Wkaki‘/l\/l (4)
i=1

Then, the Moderator calculates the average agesu igep:

q
Average AMG= ) MG _agent(E; ,W)/q (5)
j=1

Now, the Moderator agent can identify the ageras should
update their reference points in order to augmém t
consensus level. This is achieved by minimizingtiean gap
of each agent by the following rule nanfeg:

If (MG _agent(E;,w) > Average AMG) Then
Invite_for_update (E;);
End If

levels a,; of the other agents while taking into account th?c) Process control

importance degreev; of each DM ageng; as follows:
q
MG_aspiration(aji W) = z ‘Wjaji —Maki‘/(q—l) Q)
k=1k# ]

where w= (w,...,Wy) is the vector expressing the DMs’

hierarchy such that the sum of all weights equals 1
After that, the Moderator agent calculates the ayemean
gap for each aspiration componeras follows:

q
Average MG (g ,w) = ZMG_aspiration(aji ,W)/q 2
j=1

The Moderator agent can now determine the prefesstache
updated in order to increase the consensus lavéhct, the

Moderator agent aims to minimize the mean gap chea

aspiration level by using the following rule nanteit

Here, the Moderator agent firstly computes the SRih
corresponds to the weighted sum of all DMs refezqumuints,

i.e., SRP=[a9,....a2"%" such that:

g
a®9=>"wa; Oi=1.M
j=1

(6)

After that, the Moderator agent calculates the ggmarating
each DM agent’s reference point from the SRP:
/ M ()

Then, the Moderator agent computes the averagé géps
separating the agents from the collective opinion:

avg

~ 8

M
Gap_ from_SRP(E;j,w;) = Z‘WJ aj
i=1
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q
Average Gap_ from_SRP= ZGap_ from_SRRE;,w; )/q
=1
(8)

The overall negotiation process is controlled ®yNModerator
agent based on: (i) th€onsensus RatéCR) and (ii) the
parameteMaxlter. TheCRis expressed as follows:

CR=1- Average Gap_ from_SRP (9
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DMs. In NSS-GPA, a manipulation is an abrupt changme
DM’s aspiration level, which does not respect th&ative
accepted deviation of the last negotiation roundygich a way
the preference update modifies the SRP in the tiireof the
manipulator preferences. We assume in our systairetich
DM has the right to maké& manipulations during the
negotiation since, in real world negotiation siioas, a
negotiator may give up one of his/her aspiratioelle without
aiming to manipulate the negotiation. For examile, DM

MaxIter corresponds to the maximum allowed number cigentk; is satisfied with all social aspiration levels egt

negotiation rounds. This parameter is importantcesirit
ensures that the process ends after a set of aggotrounds.
Based orCR andMaxlter, the Moderator agent controls the
negotiation process by the following rule callR#&
If (numlter < Maxlter) Then
If (CR<a)and (NOT All_Satisfied)Then
Execute_update (R1); /*All DM agents can be
invited to the update operation*/
Else If (CR< ) and (NOT All_Satisfied)Then

Execute_update(R1, R2); *Some DM agents
can be invited to the update operation*/
Else
Stop_negotiation( );
End If
End If
Else
Stop_negotiation();
End If

wherenumlteris the current negotiation round index;and
S are two control parameters which are specifiedteethe

beginning of the negotiation process such that[01] ,
A0[0]1] and (e<p). All_Satisfiedis a Boolean variable
indicating whether all DMs are satisfied (cf. Ddfion 1).

(d) Direction rule production

Once the preferences to be updated and the agwitedi for
the update operation are identified, the Moder&tomishes
the advice rules to the DM agents as follows:

Advice rule Al: If (waj <a9) Then
Invite the agent E; to increasea ;
End If
Advice rule A2: If (waj >al"9) Then
Invite the agent E; to decrease; ;
End If

The objective of these rules is to bring closer DMs

preferences in order to reach a high level of cosise
According to these rules, least important DMs whk
probably more frequently invited to update theipigeation
levels than most important DM agents and vice vérkes fact
emphasizes further the consideration of DMs’ higmgiin our
system.

2) Manipulator isolation

Manipulation is a bad and undesirable behaviougrioup
decision making situations and especially in sociabice
theory [15]. For this reason, we offer the Moderagent the
ability to detect such behaviour and to penalizeimdator

one aspiration levek; where thei™ objective is not so

important for him/her, then he/she prefers updatiigjher
preferences so that to increase the consensuswtatd
augments the chance of ending the negotiation psoeith an
almost satisfied state. Thus, the Moderator agensiders a
DM agent to be a manipulator if he/she perfoM+1)

manipulations. When, a DM agent is detected as
manipulator, the Moderator deprives him/her notyoaf
manipulations but also of sending/receiving messagfrom
other agents. Hence, the manipulators are isolatetl are
obliged to update their preferences according & global
direction rules; thereby increasing the consensis and
making the negotiation process further converging.
Manipulator isolation is an important mechanismatwid
selfishness, untrustworthiness and dictatorshimtiens.

3) Dissatisfied non-manipulator DMs’ communication

A dissatisfied non-manipulator DM agent would like
decrease his/her dissatisfaction degree by nempgfiatith
other dissatisfied DMs. As mentioned above, a DMaisl to
be dissatisfied if at least one of his/her aspiratevels does
not c-coincide with the social aspiration levels (cf.fiDiion
2). For example, consider the case of 5 objectines10 DMs,
and suppose that there are three DM agenisE, and E,;

with  the third  social
that: a29 =06 , a,;=04 ,
a,,=08 and a;; =02 . We suppose also that there is a
satisfied ageng, having a,; = 08. It is interesting to agent
E, to contact agentg,, E;, E, by sending them requests to
decrease their aspiration level evaluati@gs, a;; and a,,
while respecting thew values. In fact, ifg,, E;, E, agree

about that, there is more chance thA%aecreases towards
the value of04 which decrease the dissatisfaction level of
E,. Thus, the aim of communicating with other agestto

bring closer the collective opinion towards preferences.

dissatisfied
level a3*® such

which
aspiration

are

Agent E; seems to be interested with such proposal since
driving a9 towardsa;; =04 is equivalent to drivinga3*®
towardsa,, = 0.2. However, in order to convincg, to accept
his/her request,, should promiseg; that he/she will
decrease his/her aspiration level evaluatignif E; accepts

the proposal and performs the decrease. Howevergdh
world situation, a DM may be a liar. So,Hf lies to E; then

E; marks E, as a liar and does not accept his/her future
proposals. Besides, &, takes his/her promise&s, marks E;
as a trustworthy agent and accepts his/her furgeests. On
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Agent preferences [ = |
Agent 1D 1 f2 3 fa 5
-E8 0.3 0.8 0.1 0.8 B
-E10 0.8 0.4 0.3 0.9 —
-E5 0.2 0.6 0.4 0.7
-E2 0.7 0.8 0.2 0.1 |
_EA 0.4 0.3 0.9 0.5 s
Collective Preferences
1 f2 3 T4
Social reference point 0.5 0.5 0.4 0.5
Moderator Recommendations [= |
-You should increase f2 =
-You should decrease 3
-You should increase 14
Agent Proposals =
’»RequestlD ="E51" ‘é‘
Request content = "From agent E5S : If you decrease f2, | will decrease f2° =
Accepted Requests |Put here your accepted proposals ID separated by Commeﬂ
Requests [ = |
Send Requests Accepted/Denied Requests
For |E3 |V| :If you ||ncrease |V| |f3 |V| 1 wvill ||ncrease |V||f3 |V| T
=
[ Preference update B
Hew reference point |D 7020702 | B
Hew accepted deviations |D 23025023018 | I
Confirm Abort ~
Figure 2. NSS-GPA decision making consol.
i i norm _ nadi ideal
the contrary to agerk,;, agentEg, is not interested to such orm=o, /( f nadi _ f ideal) (10)
request since decreasing”® makes the SRP roll away from
H orm norm H
his/her preferences. Consequently, simply rejects the W€ Note that NSS-GPA imposes thaf™ [[0,05,,"] in
request. The satisfied ageBt may be interested in acceptingorder to control manipulations where,.." is specified

E, proposal in order to improve the consensus levelence before the beginning of the negotiation by a huiMaderator

augmenting the probability of ending the negotiatsmoner
with a satisfied state.

C. Implementation details

In this subsection, we give some important impletaibon
details of our system. NSS-GPA is implemented byguthe
Java Agent DEvelopment framework (JADE) [7] and th
ECLIPSE programming tool [2]. Each Assistant adess a
set of cyclic behaviors allowing it to perceiveetsvironment,

agent. At this stage, we can define a DM’s maniuta
analytically. Assumingi‘ji'1 an aspiration level fixed by DM

agent E; for the i objective at the previous negotiation

round (t -1) and aj is the updated value af;* at the actual

gegotiation roundt). The update operation is said to be a

manipulation if and only if:

t-1
ji

|a‘ji - a§[1| >0 (11)

to communicate with other agents and to update its — L "
preferences. The Moderator agent also has a seyait ~Where oy~ is the accepted deviation fixed Iy for the
behaviors allowing him to perceive the DM agentsbbjective at the generatioin-21).

preferences, to produce then broadcast the aduies for
them, to detect then punish manipulators and tdrabthe
negotiation process based on the control parameigrsnd
Maxilter.

Assuming a minimization MOP, the system provides th

DMs with the ideal objective vector in addition ttee nadir
one by using, for example, our MR-NSGAinethod [1]. In
this way, each DM’s aspiration level value lieghe interval
[fiideal’ finadir

aspiration values (which lie in the interv@ll]) in order to

ensure that all mean/average gap values lie betvaad 1. In
this way, the negotiation can be well-controlledd atme
recommendations can be fairly produced based on
designed rules (cf. section 11.B.1). Additionalthe system
works with the normalized accepted deviation valwbich
can be expressed as follows:

[1l. First simulation results

A. Assessing W-NSS-GPA with equally important DMs

This subsection is devoted to describe a run of-883. on a
case study with 10 arbitrary chosen DMs and 4 divjes The
10 DMs are considered here to be equally impoitemitder to
illustrate the basic mechanism of W-NSS-GPA. Cousatly,

|. After that, the system uses the normalizegve use uniform weights for the DMa, # and Maxlter are

settled to 0.5, 0.8 and 50 respectivedy,," is set to 0.3.

These parameters are fixed by a human Moderatant.age
Table | shows the initial DM agents’ reference p®im

thedition to the accepted deviations (mentioned &etw

parentheses). The DM interacts with the NSS-GPAutin a
guided user interface which is composed with singe (cf.
fig. 2):
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» Agent Preferences where the DM can see the reference TABLE Il. DM PROFILING STATISTICS.
points of all DM agents. NSR_|[NAR |NDR |[NM _|NARec/NRRec
» Collective Preferences where the DM can see the DM1 |61 37 14 1 15/36 (41.67%)
collective opinion (i.e., the SRP). DM2 |8 3 5 5 18/29 (62.07%
» Moderator Recommendations where the DM receives the DM3 |42 23 19 2 12/18 (66.67%)
global advice rules from the Moderator agen_t. DM4 |63 8 15 o 17/26 (65.38%)
» Agent Proposals where the human DM receives proposals oMs |11 5 5 5 19731 (61.29%
from other DM agents. The user can accept or dech s
proposals. DM6 |21 9 12 4 14/33 (42.42%
» Requests where the DM can send requests to other DM DM7 |81 69 12 0 21/28 (75.00%)
agents and can verify for each one of his/her ssqiests DM8 |89 76 13 0 22/25 (88.00%)
whether it was accepted or denied. DM9 |14 6 8 3 26/38 (68.42%
» Preference Update where the DM can update his/her DM10 |54 26 28 1 22/28 (78.57%)

reference point and his/her accepted deviatiorovect

Based on the used parameter setting, the 10 hurivés D
have confronted their preferences, through NSS-Gi#le
being supervised and guided by the Moderator soéagent.
Fig. 3 shows the parallel coordinate plots of th#sD
reference points (in addition to the SRP): (ahathlieginning
of the negotiation process (cf. table 1) and (kthatend of this
process. Fig. 3(a) shows how the initial preferenaee so
conflicting. In fact, there are large gaps betwdaMs’

DMs since their final reference points are the esiato the
final SRP. The satisfaction of such DMs may be aixgd by
the obtained results in table Il. In fact, thestsfiad agents
are the most communicating agents since they hange |
values for theNSR statistic. Additionally, DM4, DM7and

DM8 have succeededo have a large number of accepted
requests, they are said to be the most trustwadgepnts. DM2

reference points themselves. Besides, these iaisigiration and DM5 are detec.ted.as manipul_ators accordingedim
level vectors are so conflicting with the initialRB Values (for the 4-objective casiM =5 meansthat the DM

(052050040059). Fig. 3(b) illustrates the final reference 29€ntis a manipulator) DM2 andDMS

points at the end of the negotiation. We see frois figure are the most gl|ssat|sf|ed DM aggnts according go 3(b).'
. : o This observation could be explained not only by their
how the final reference points are less conflictamgd so

. manipulationbehavior but also by their poor communication
convergent towards the final SR@479,0560,0307,0642). with pother DM agents (cf.NS)Il? valugs from table 1),

We conclude that NSS-GPA has achieved a good ceuseN|nyitively, for a particular DM, the larger hiskhe

between the different DMs about a SRP. We can Bay t NARe¢NRRecratio value is, the greater his/her satisfaction
NSS-GPA has succeeded to bring closer DMs’ pref®®n |eve| is. However, this is not sufficient since tRM'’s

through the negotiation roundgable Il shows some statics gatisfaction depends also on its communicationlsskihd
providedby our systemthat we call profiling statisticssince  gtitudes. For example, the ratdARec/NRReof DM9 is
they allow drawing the profile of each DM. Thesatistics greater than DM1 one. Nevertheless, from fig. 3¢®, see
are: (1NSR the number of requests sent by the DMNBR  that DM1 reference point is nearer to the final SRéh DM
the number of accepted requests, KE)R the number of e This observation can be explained by the sutgrof
denied requests, (HM: the number of manipulations and (5)pm1 over DM9 in terms of communication skills and
NARe¢NRRec the number of accepted recommendationg,siworthiness (cNSR NARandNDR values from table I1).

divided by the number of received recommendatidhe ( \ye can say that NSS-GPA favors communicating DMar ov
acceptance percentageset betweenparentheses). Froffig. non-communicating ones.

3(b), we see that DM4, DM7 and DM8 are the most satisfied gnce the DMs’ negotiation is performed, we canciesor
the Pareto-optimal ROI of the considered MOP bying any

TABLE I. INITIAL DM’ SASPIRATION LEVELS( + ACCEPTED reference pOint-baSEd EMOA (e‘g., r-NSGA-II [4] a?IEA

DEVIATIONS). [14]) with the final SRP obtained by NSS-GPA. Wease to

f f2 fs fa perform a run of r-NSGA-II with the final SRP (09470.560,

DM1 10.8(+0.10) | 0.1¢0.05) | 0.4 €0.18) | 0.2 ¢ 0.11) 0.307, 0.642) on the four-objective DTLZ2 minimipat test

DM2 0.4 (+0.18) | 0.9 (+0.09) | 0.2 (£0.15) | 0.5 ¢£0.25) problem (which is described in [8]). The populatgine and

DM3 |0.6 (+0.28) | 0.5 ¢ 0.07) | 0.7 & 0.22) | 0.4 ¢ 0.26) the number of generations are set to 200 and Sp@ctively.
DM4 |0.1(+0.09) | 0.4 (+0.18) |0.1 (¥ 0.05) | 0.6 ¢ 0.30) The parameted which controls the breadth of the obtained

DM5 |0.4(+0.08) | 0.3¢0.11) | 0.9 ¢0.09) | 0.5 & 0.20) ROI [4] is set to 0.3. Fig. 4 shows the paralledrbnates plot

of the obtained preferred solutions. From this figuwe
DM7 102(£0.20) |06 (0.14) | 0.4 (£0.25) | 0.7 £ 0.11) remark that, although the objective values lieQrl], most

- - S : : obtained solutions are concentrated near the referpoint
DM8 [0.9(+0.08) | 0.4 ¢0.22) | 0.3 ¢0.11) | 0.9 ¢ 0.09) designed with a dashed bold gray line which wouddtte
DM9 |0.3(+0.21) |0.9(£0.10) |0.2(+0.21) | 0.8 (+0.12) region closest to the final SRP furnished by NSSAGRhen
DM10 |0.7 (+0.23) | 0.2 & 0.15) | 0.7 ¢ 0.16) | 0.3 (£ 0.18)

DM6 |0.8 (+0.07) |0.7 (£ 0.30) | 0.1 (£0.09) | 0.2 ¢ 0.08)

computingzin:1 fi2 for all obtained solutions, the values are

found to lie within [1.051, 1.311], thereby meanitiat all
solutions are near the true Pareto region (sincet®aptimal
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Figure 3. DMs’ preferences: (a) Initial aspiration level t@s and (b) final aspiration level vectors.

SRP than the other ones. These observations damientte

rI-NSGA-III effect of the weighting coefficient in handling tH2Ms’
5 Social reference noint hierarchy. It is important to note that a very intaat DM may
L . : : _ i have final preferences which are so far from tread@nes if

he/she has bad behaviors and attitudes such aputetion

TE 05 i S L : and/or poor communication skills. Besides, we wdikd to
o : : notice that a less important DM can have a findérence
o 0s P point that is so near to the final SRP if he/shea igood
g ' negotiator. In summary, we have shown that hieganaights

: : : ___ : are useful to express the importance of the difteE2Ms in
020 ... SR ........ ...... . . . ........ our system. However, the compliance with the W-NGSA

: : : : : negotiation rules remains a key factor to havesBartig results
for any kind of DM.

q : : :
f1 2 3 4
Objective index IV. Application to the Portfolio selection

Figure 4. The r-NSGA-Il ROl with the final SRP problem

provided by NSS-GPA (0.479, 0.560, 0.307, 0.642) on In this section, we demonstrate the usefulness-0fY8-GPA

the four-objective DTLZ2. on a bi-objective Portfolio selection problem with
practicalities [16]. In a Portfolio optimizationgiylem with an

solutions of DTLZ2 SatiSfyZin=1 fi2 =1[8]). We can say that asset universe of securities, letx; (i =1...,n) designate the

r-NSGA-II has provided aocial ROland, as noted in Section INitial capital proportion to be allocated to seturi.
I, each non-dominated solution picked from thisioagis Typically, there are two conflicting objectives:) (thinimize

considered as a satisfying solution for each ofctresidered the Portfolio risk and (2) maximize the expectedtiéto
DMs. return. These two objectives have received the uibashtion

_ _ _ and such formulation is known as the mean-varianoge! of
B. Assessing W-NSS-GPA with non-equally importdfé D Mmarkowitz [17]. The most basic form of this problean be
The goal of this subsection is to show a run of WSNGPA expressed as follows:

with non-equally important DMs. We retake the sacase n n

study used in the previous subsection. We use niform Min f(x) =D % 05 X

weights for the different negotiators. These higmgrweights i=1j=1

are expressed by = (0.10, 0.04, 0.15, 0.05, 0.25, 0.03, 0.10, n

0.08, 0.05, 0.15). According to this setting, DM5ttie most Max f,(x) =D X (12)
important DM with a hierarchy weighis = 0.25. We use also i=1

the same parameter settings as previously notgd5Ehows
the parallel coordinate plots of the DMs’ referepoénts (in
addition to the SRP): (a) at the beginning of tkegatiation
process (cf. table I) and (b) at the end of thaxpss. We see, x 20 Oi=1..n

from fig. 5(b), how the final SRP (0.5791, 0.44227017, _ S o _
0.5691) is so close to the final reference poiritthe most The first objective is Portfolio risk that is uslyatomputed

important DMs, i.e., DM3, DM5 and DM10. Besidessde fromanxn covariance matrifoj]. The second objective is
important DMs’ reference points are farther frone inal  expected Portfolio return as computed from a weidisum of

n
Subjectto ) % =1
=
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Figure 5. Non-equally important DMs’ preferences: (a) itaspiration level vectors and (b) final aspinatievel vectors (the

hierarchy wheights are set between parathensée ilegend).

the individual security expected returns. The faghstraint
ensures the investment of all funds while the sdécone
ensures the non-negativity of each investment.
bi-objective problem gives rise to a front of opintrade-off
solutions which should be found to investigateribk-return
relationships. One way to solve this MOP is to @hit to a
single objective problem using theconstraint method as
follows:

n n
Min fi(x) =) > %0 ;
i=1j=1
n
Subjectto  f(x) =) % =R
i=1

(13)

=20 0Oi=1..,n

In order to generate a representative approximatiothe
Pareto front, the above quadratic problem
repetitively for many different values Bfwhich corresponds
to the minimal acceptable return value.

According to the study of Deb et al. [16], it camdxpected
that almost any solution of (13) contains many®&ecurities

at the zero level, i.e., for many x; =0. It can be also

expected, for at least a few securities tiq*au's a very small
guantity. However, to have a practical Portfolieryw small
investments in any security may not be desiredaedo be
avoided. Thus, there is the practicality thatgoy Portfolio to
be of interest, there is to be a lower limit on amon-zero

investment, i.e., eithexi* =0 (meaning no investment in the

is solved

In addition to the above, there is a second pralitifcand it
is about the number of non-zero securities conthinethe

Sué¢tortfolios along the Pareto front. Over this, arusay wish to

exert control. To generate practical Portfoliosisar may be
interested
investments or a range in the number of non-zeresitments
a Portfolio have to contain. This is a cardinatibnstraint and
it has also been the subject of some researchiati¢h8, 19].

Taking both practicalities into account, we hawe filllowing

bi-objective optimization problem:

n n
Min fi(x) =) > %0 ;
i=1j=1
n
Max f5(x) =) §%
i=1

n
Subjectto ) x =1
i=1

(14)

X =0ouAdsx sw
Amin < d(X) < dpyayx
0<A=<ax<l

where d(x) is given as follows:

1
0
Standard quadratic problem solvers face difficaltie the

presence of discontinuities and other complexitiesr
instance, the second constraint, requires @ Operation.

n

dx) =Y

i=1

if x, >0

if Xj = 0 (15)

While x, =0 or x; =A are allowed, values between the two

are not. This introduces discontinuities in therceapace.

i security) orxi* > (meaning that there is a minimumThe third constraint involves a paramedevhich is defined by

non-zero investment amount for tH&security). There may
also be an upper bound on the proportion of any security in
any Portfolio. Unfortunately, the solution of (1f8f any given
R does not guarantee the possession of any of th
characteristics.

a discontinuous function of the decision variald@gen in
(15). The second and third constraints make thécgtion of
standard quadratic problem solvers difficult whismot the
e for the MOEAs [16].
After illustrating the problem details, we can ndescribe
the case study concerning the application of owstesy

in specifying a given number of non-zero
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Figure 6. Importance of the nadir objective vector and
ideal one for DM’s preference expression.
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respectively.agmay is set to 0.3. These parameters are fixed

by a human Moderator agent. Consequently, theagpkation
levels should lie in the interval [0.000123, 0.00Q}with an
accepted deviation of (0.002400 - 0.000123) * 030
0.000683. The return aspiration levels should k#ween
[0.0102, 0.0238] with an accepted deviation of 28® -
0.0102) * 0.30 = 0.00408. Table IV shows the ihifds’
preferences in addition to their importance levidle.remark,
from this table, that there are several kinds of DM
(risk-averse investors, risk-neutral investors,k-geeking
investors) with different whishes of return whictakas the
initial DMs’ referencepoints so conflicting. Based on the
used parameter settings, the 10 DMs have confrothieid
preferences through W-NSS-GPA. Fig. 7 shows
confrontation, in the risk-return space, betweest (1) the
initial DMs’ reference points and (2) the final en&Ve see,
from this figure, how the initial preferences aceconflicting
not only between themselves but also with the ahiBRP

W-NSS-GPA on this practical bi-objective constraine (0.001559, 0.018273). Fig. 7(b) illustrates thalffireference

Portfolio selection problem. We consider an instansed in
[16] with 88 securities, A = 0005 « =004 and

points at the end of the negotiation. We see, fitimfigure,
how the final reference points are less conflictangd so

d 0 [3045. In order to facilitate the task of preferenceconvergent towards the final SRP (0.000955, 0.p166ith

expression, we should provide the DMs with the ligemnt
and the nadir one [1]. Indeed, each aspiration||des
between the ideal value and the nadir one. FideBonstrates
the effects of expressing: (1) a reference poirtha region
delimited by the ideal point and the nadir &x(@.7,0.4) and
(2) a reference point outside of this regi®(0.7,0.9). We see,
from this figure, that although the two referencenps have
the same aspiration level value for the first otijes they
provide quite different ROIs. This observation eagihes the
importance of the nadir point and the ideal onethip
preference expressigrocess. Thédeal point can be easily
obtained by minimizing each objective functimdividually
which is not the case for the nadir point. For tileiason, we
apply our algorithm MR-NSGA-| [1] in order to estimate the
nadir point. We note that we use, throughout tRgeeiment,
the repair mechanisms proposed in [16] in ordegdnerate
feasible solutions when initializing the populaticand
generating the children. The used parameter setiing
described as follows: population size 200, numbér
generations = 800, crossover probability = 0.9,ssower
(SBX operator) distribution index = 10, mutatiommbpability =
0.1, polynomial mutation index = 50 and- 0.0005. For the
SQP-LS used in our algorithm MR-NSGA]the termination

criterion is: (1) the norm of descent directiHﬂﬂ =108 or (2)

the number of allowed iterationg =40 is elapsed. The
obtained nadir point approximation ISADIR (0.0024,
0.0102). For the bi-objective case, the ideal paiat be
deduced from the nadir one; however the oppositetisrue.
Thus, we use the outlier solutions found by MR-NSIBAIN
order to find the ideal point approximation whishfound to

respect not only to the DM’s preferences but alsahie
hierarchy weighting coefficients. We conclude that
W-NSS-GPA has achieved a good consensus between the
different DMs about a SRP. We can say that NSS-GR#\
succeeded to bring closer the DMs' risk-return ragjan level
vectors. We remark also from fig. 7 that: (1) mb#s’ who
have decreased their risk aspiration values haeedscreased
their return risk and (2) most DMs’ who have in@ed their
risk aspiration values have also increased theturme
aspiration values. These two observations emphé#sizéact
that higher return is usually obtained with highisk.

We can now apply our reference point-based EMO
algorithm r-NSGA-II [3] with the final SRP in ordéw find the
social ROI for the considered instance of the jatt
Portfolio selection problem. We use a populatiae sif 300
and a number of generations of 1500. The non-r-dante
thresholdy which controls the breadth of the ROI is set & 0.
We note that we use the same repair mechanismsggdpn
[16] in order to generate feasible solutions. Bighows the
obtained social ROI designed with green triangi¥'s. see,
from this figure, how this region is composed witie nearest
Pareto optimal Portfolios to the social referenoepin the
risk-return space. Besides, we remark that sungiigithe
social ROI corresponds to the knee region compustdthe
worthiest Portfolios in terms of risk-return trad&#{20, 21].

From a computational viewpoint, we note that the
customized NSGA-II approach (without using locareh) of
Deb et al. [16] needs about 1.5°IEs to approximate the
whole Pareto front according to the experimentaults
presented in the corresponding paper. Howeverppiroach,
which uses MR-NSGA-|| for estimating the nadir point and

be IDEAL (0.000123, 0.0238). We supply the 10 DMsghen r-NSGA-II to approximate the social ROI, reggiabout

involved in this experiment with these values ier to
express their reference points in addition to tlaicepted
deviation vectors. The used parameter setting 884EPA is

0.7 10 FEs. This observation emphasizes the computational
efficiency of our approach regarding the use of a
general-purpose  MOEA (without any preference-based

as follows:a, g and Maxliter are settled to 0.4, 0.75 and 50mechanism) and then selecting a Portfolio in a gyasi

manner.
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Figure 8. Obtained social ROI by running r-NSQAwith the final SRP (0.000955, 0.0166) on thegtial portfolio selectioth
problem.

TABLE IV. INITIAL DM’ SASPIRATIONLEVELS (= ACCEPTED to achieve a high satisfaction level. Finally, éctson 1V, we
DEVIATIONS) FOR THEPRACTICAL PORTFOLIO SELECTION PROBLEM. illustrated the usefulness of our system througlayitplication
Objectives to a practical instance of the portfolio selectpwoblem. This

Risk Return Wi work can be extended in several ways. Firstly, WSNEPA

can be enriched by the notion of coalition where DMith
similar preferences and goals form coalitions tpriowe their
own utilities. Secondly, an omitted problematictie EMO
community is interactive multi-objective optimizati with a

DM1 0.002300 ¢ 0.000132) | 0.0197 £0.0018) | 0.12
DM2 0.000648 (- 0.000465) | 0.0114 £0.0033) | 0.04
DM3 0.001526 ¢-0.000206) | 0.0200 £ 0.0030) | 0.14

DM4  |0.001276 ¢0.000369) | 0.0188 £0.0023) | 0.05 group of DMs. Hence, it would be interesting to di@rsuch a
DM5 ]0.002235 ¢ 0.000103) | 0.0219 £0.0028) | 0.25 problematic by collaboration scheme between W-N$2&G
DM6 [0.001730 (& 0.000476) | 0.0182 £ 0.0024) | 0.03 and r-NSGA-II. In this way, we can exploit inforriaat issued
DM7 0.000925 ¢ 0.000258) | 0.0178 £0.0012) | 0.11 from the search space to build advice/argumentatitdes.

Finally, since DM's preferences are usually exprdsby
fuzzy linguistic terms, it would be a challengingpic to
handle DMs’ negotiation with fuzzy aspiration level

DM8 0.001667 ¢ 0.000587) | 0.0155 £0.0018) | 0.08
DM9 0.001335 (£ 0.000355) | 0.0140 £0.0011) | 0.05
DM10 |0.000524 ¢t 0.000405) | 0.0138 £ 0.0027) | 0.13
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