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Abstract: QA systems have had various approaches to achieve 

their goal of solving naturally formed questions, recent works 

use state of the art techniques such as neural networks, QA 

systems in different languages are increasing, as evidenced, they 

are advancing at different rates, despite the fact that there are 

efforts to increase research in this type of systems. In this 

research we analyze the main aspects of the contributions to 

Question Answering and present an architecture that is capable 

of answering questions in Spanish. The initial question is 

received by the system, which may or may not have a document 

corpus from which to extract the answer, if it does not have a 

specified document corpus, the Answer Generation module 

returns the answer to the initial question. The purpose of the 

system is to provide answers to factoid questions posed by users 

through a web and mobile platform. BI-LSTM was used for 

document retrieval and BERT was used to generate the answers. 

We tested the architecture with ten thousand questions reaching 

an accuracy of 0.7856. The result improved by entering QA to a 

more specialized BERT model adapted for the Spanish language, 

the multilingual version of BERT and the Spanish version of 

BETO were used. 

 
Keywords: Artificial intelligence,Information retrieval,Learning 

systems,Neural networks,Machine learning. 

 

Introduction 

QA systems have had various approaches to achieve their 

goal of solving naturally formed questions. Recent works use 

state of the art techniques such as neural networks, such is the 

case [1] who presents a model for QA based on reinforced 

learning and multi-document summarization techniques. In 

comparison to other methods such as the use of graphs and 

RDF like the work of [2] which in contrast focuses more on 

data graph oriented semantic categorization, so that it breaks 

down the knowledge and easily deals with the problem of 

question ambiguity. More recently there is the work of [3], 

who proposes a QA model for the restricted domain of home 

service, whereby he proposes a sequence selection tool in 

conjunction with neural networks and uses information based 

on information sources such as WikiHow, WikiSmall and 

Wiki Answer. In the same way, [4] proposes a model that is 

based on Multi-Layer Transformer Aggregation (MTA), thus 

reinforcing the representation of the information of his model, 

finally validating it based on the SQuAD dataset, also of the 

most famous SQuAD (Stanford Question Answering Dataset) 

used by [5], [6]. On the other hand, in the proposal of [7] they 

compare two algorithms for routing questions and answers, 

applied to group of students software engineering. 

Thus, every day there is a growing demand for access to 

different types and sources of information. Huge repositories 

of unstructured information are growing all the time, this 

available information can come from various types of web 

pages, books, encyclopedias, experts, communities and 

people asking questions about topics of interest on a daily 

basis. Usually, the answers to these questions lie within some 

text of all digital content. This “hidden” knowledge is 

immersed in a sea of information, the precise answers to 

which cannot be accessed in all cases [8]. 

Question and answer (QA) websites addressed this 

challenge effectively. The human variant of QAs was used 

effectively over the years. These QA platforms emerged from 

the early 1990s such as Yahoo Answers or Reddit in the 

2000s until today. The main limitation of these QA systems is 

that they rely on human interaction to help provide the 

answers. The goal of open domain QA is to automate this 

process so that computers can do the same as professional 

information analysts through the use of artificial intelligence 

[1]. These capabilities are widely used for different purposes, 

but having as a constant among them all, the acquisition of 

knowledge, which applied in the sociocultural context of Peru, 

could be an ally in the general education of the population. 

According to UNICEF data [9], more than 90% of primary 

school-age children are enrolled in school worldwide, and 

this situation has been maintained for the last 10 years, of 
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which only 69% successfully complete the school year. It is 

hoped that the proposed model will help more students 

complete the school year. A question-and-answer system 

serves as a first-hand tool for students, who, by resolving their 

doubts, will better consolidate the knowledge they have 

acquired. These educational aids could be of great benefit to 

children’s education at the macro level.  

Although the advances in QA systems in different 

languages are increasing, as evidenced, they are advancing at 

different rates, despite the fact that there are efforts to 

increase research in this type of systems. In the Spanish 

language we have as an outstanding advance [10], a QA 

system representation of bidirectional transformer encoder 

that works on the translation of the SQuAD dataset to Spanish 

by means of the TAR technique.  

Therefore, the objective of the research is to design a 

Model for the Spanish QA problem based on bidirectional 

transformer encoder representation. As a result of the 

research, we had an artificial intelligence model that can 

answer questions formulated in Spanish and English language 

about the knowledge acquired based on Wikipedia, which is 

able to answer the doubts that users may have in an open way 

and not limited to a set of questions and answers. 

The present work is divided into the following parts: State 

of the Art, where the works of the last years regarding QA 

systems that will serve as a reference point for the design 

proposed in this research are investigated, Architecture 

Design, where we will detail the process for the generation of 

the QA system model in Spanish obtained and Results and 

discussion. 

II. State of the Art 

For Question Answering models, recent research has shown a 

constant use of transformer-based structures. 

 

A. BERT. 

BERT uses transformers, an attention mechanism that 

learns the contextual relationships between words (or 

subwords) in a text. In its basic form, transformers include 

two separate mechanisms: an encoder that reads text input 

and a decoder that produces a prediction for the task- Since 

the goal of BERT is to generate a language model, only the 

encoder mechanism is necessary. 

Unlike directional models, which read the text input 

sequentially (left to right or right to left), the encoder [4] 

Transformer reads the entire sequence of words at once. It is 

therefore considered bidirectional, although it would be more 

accurate to say that it is non-directional. This feature allows 

the model to learn the context of a word based on its entire 

environment (left and right of the word). 

When training language models, there is the challenge of 

defining a prediction target. Many models predict the next 

word in a sequence (e.g., "El niño llegó a casa de ___"), a 

directional approach that inherently limits context learning. 

BERT can be used for a wide variety of language tasks, while 

only adding a small layer to the core model, these applications 

of BERT can be classification tasks such as sentiment 

analysis, Question and Answer and entity recognition. Which 

are established through fine tuning training, where most of the 

hyperparameters remain the same as in BERT training, and 

Devlin provides specific guidance in his publication on the 

hyperparameters that require tuning. The BERT team has 

used this technique to achieve state of the art results on a wide 

variety of challenging natural language tasks, detailed in 

Section 4 of the paper. 

 

 B. Knowledge-based models 

page as While an enormous amount of information is 

encoded in the vast amount of text of the web, obviously, 

information also exists in more structured forms. We use the 

term ‘knowledge-based query’ which answers the idea of a 

language query by mapping it to a query over a structured 

database [4] Like the text-based paradigm for answering 

questions, this approach dates back to the early days of 

natural language processing. In short, the goal of 

knowledge-based QA systems is to abstract concepts as a tool 

for answering questions. 

Solves the problem of naturally formulated questions and 

answers, that is, with a with a certain degree of complexity. It 

also seeks the incorporation of techniques used in information 

retrieval-based types of QA systems applied to 

knowledge-based QA for the representation of questions and 

answers [8]. Additionally, it seeks to develop an architecture 

for point-to-point QA system with Bi-LTSM networks for 

question representation and knowledge embedding for 

answer categorization, obtaining an F-1 indicator of 42.8. 

Obtains an accuracy of 0.89 [2], presenting a model 

capable of answering questions formed in a natural way, that 

is, in human language and which may lend itself to 

ambiguities. It is based on the knowledge bases described in 

RDF, which is considered to present a rather tedious language 

for information extraction. Therefore, a natural language QA 

system allowed the common user to access this body of 

knowledge. The author seeks to overcome the two main 

challenges of structured queries in a natural language which 

are sentence linking and query composition. 

Another type of approach is the one proposed by [11], the 

authors seek to improve the performance of a knowledge 

retrieval model by providing the system with a conceptual 

reasoning of the queries, this proposing a semantic reasoning 

algorithm. For this, it uses a knowledge tree of concepts as a 

basis, which defines the individual and compound conceptual 

representation of words. On this basis, the questions can be 

categorized by the concepts and semantic relationships 

present. The knowledge-based reasoning algorithm 

iteratively searches for the meaning of the relevant 

information of each question sentence in its knowledge tree 

until it finds the final answer that satisfies the query. They 

obtained an accuracy of 0.6526 for the collected dataset.  

Obtaining an accuracy of 0.5759, the model of [12] 

proposes two attention-based methods as aa replacement to 

recurrent neural networks such as LSTM for answer selection. 

Questions from the training dataset that seek the same 

information, but formulated with lower quality, are ranked. 

The selective attention mechanism is applied to emphasize 

the lower quality questions and find a balance in the training 

process with respect to all objects in the body of knowledge. 

The self-attention mechanism is applied on the instances by 

estimating the relationship between the objects in the body of 

knowledge and the answers, thus calculating the loss of 
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information in the answer based on the quality of the question 

itself, for the latter a normalization of answer length is applied 

based on the appropriate answer parameters. 

Seeks to solve the question-answer problem by making use 

of semantic knowledge corpora [13], he seeks to propose a 

knowledge-based system that Works point-to-point with the 

use of neural networks. The author applies attention-based 

clustering methods for the entity relations module, inner 

attention sentence and structure attention, this results in 

knowledge-embedded question vectors that will be processed 

by two layers of bidirectional LSTM. It also proposes a new 

attention structure called multilevel target attention (MLTA) 

to make better use of the hierarchical information held by 

relations. Obtaining a combined accuracy of 0.8229.  

The work of [6] obtains an accuracy of 0.65. The authors 

present a three-phase QA framework. In the first phase, an 

algorithm is created for locating the key elements within and 

contextual relationships within the query using the GloVe 

word vector representation. In the second phase, the 

construction of the query graph is taken care of, first 

separating the critical path from the dependency tree and then 

generating new candidate graphs of better quality to obtain 

the desired answer using a proprietary algorithm. Finally, the 

query answer network is selected using the breadth-first 

search algorithm within the RDF knowledge network.  

Reference [14] seeks to solve the QA problem based on 

Bi-LSTM-based models for processing candidate sequences 

and the aggregation model. Using a model with a method 

based on semantic analysis of the questions asked, taking into 

consideration the importance of the relationships between the 

entities found in the question due to the difficulty of 

representing the expressions in natural language through 

interpretation templates that are used in some cases. 

They obtain an accuracy of 0.83 [15], his research work 

presents an approach to answer queries formulated in natural 

language using regular expressions and ontology. The system 

initially detects the type of query using regex, identifying the 

interrogative pronouns in the query statement. Then the key 

objects are identified and matched with the classes and 

properties of their body of knowledge. To finally generate 

queries in SPARQL and obtain the final answer when there is 

a matching with the key data of the question. 

Su et al. propose a model based on a dynamic memory 

network, in a human-like way that can take into account the 

context or related information of the query. First, the entities 

of the question are extracted, BiLSTM-CRF [16] is used, 

subsequently it is updated with all possible entities in the 

body of knowledge, encoded to a word vector to use a GRU 

encoding. Then, the memory module iterates over the 

representations by updating the input and output continuously. 

Obtaining an accuracy of 0.7941. 

Reference [17] propose a Bi-LSTM-CRF based model for 

entity recognition, which has an accuracy of 0.8294. It is 

composed of three layers, the first one is in charge of 

embedding characters in word vectors to pass it to the 

bidirectional LSTM layer, which processes the sentence to a 

probability matric to find the answer and the detected entities 

are labeled according to their type and size. Finally, the 

matrix is processed by the CRF layer to assign the answer 

probability to the candidate sentences. 

Reference [18] obtains an accuracy of 0.521, their proposal 

seeks to solve the problem of questions and answers that can 

serve as a link between people and large bodies of knowledge. 

Making use of trees for the representation of RDF queries that 

can obtain results similar to those obtained using deep 

learning that deny query structuring.  

Seeks to solve the problem of relation detection in 

knowledge-based Question Answering systems. He argues 

that the representation of existing words in methods using 

attention mechanism for relationships are very long, because 

each relation is redundant with others and mostly 

relationships with two levels of distance are also considered 

as main. This problem limits the effectiveness of the attention 

mechanisms since they calculate the value of the vectors 

based on relationships. Obtaining an accuracy of 0.933 [8]. 

From the studies carried out by [16], [17] both use the same 

dataset for their tests, we can see that the semantic 

relationships of the words increases the precision of QA 

systems, [16] being the model that sought a greater focus on 

proper recognition of entities and their relationships, despite 

using similar Bi-LSTM structures.  

From the studies carried out by [13], [14] it is found that 

the results obtained by having a focus on relationships are 

comparable to those obtained by using techniques based on 

neural networks, since both present a very close accuracy. 

The use of the LSTM technique is used in the research [8], 

[12], [16]-[19] for the representation of the entities to take 

into consideration their context in the question asked and add 

a weight in their valuation to arrive at the result. So, it is a 

standard technique in the construction of this type of systems. 

 

C. Information retrieval based models 

Reference [1] presents a solution to the problem of 

complex questions and answers, in this case emphasizing the 

difficulty of extracting questions that require less superficial 

analysis than short text answers. Thus, he proposes the 

summarization of texts that can give answers to these 

questions proposing a model based on reinforcement learning. 

A new approach to QA systems is proposed, emphasizing 

how positive the interaction with the user would be in the 

learning of these systems, the work done is synthesized in a 

multi-document summarization proposal based on the query, 

resulting in an accuracy of 0.1417. 

Reference [19] propose a model that combines candidate 

answer re-ranking methods because it seeks to take into 

consideration various passages of the body of knowledge 

without increasing the complexity of the candidate string by 

considering multiple passages to arrive at the answer, the first 

method is strength-based answer re-ranking, which ranks 

answers according to how many times they appear in different 

text passages. The second method is coverage-based answer 

re-ranking, which ranks the answer based on whether the 

union of all retrieved passages covers the most aspects 

included in the question. For answer extraction we previously 

used word matching using Bi-LSTM and then re-rank the 

answers, thus obtaining an F-1 indicator of 0.632. 

Increased the final accuracy by using the information from 

the home services tools in order to expand the question 

representation [20]. Bi-LSTM is used for word encoding and 

decoding. For answer generation, the concept of attribution is 

devised to measure the importance of words in response to the 
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fact that neural networks can be affected by irrelevant terms 

in the questions.    

Other research [21] seeks to solve the problem of QA 

systems focused on education, obtaining as a result a model 

with accuracy 0.763, the proposed model based on BiDAF 

consists of three modules, using a dynamic concept network 

that represents entity nodes, edges and inferred knowledge. 

The query analysis module uses an algorithm that extracts the 

entities and their respective network of related concepts, then 

labels the query words and obtains the answer that has the 

closest approximation to the prefixes found in the query. 

Finally, the answer extraction module calculates the 

proximity of the answer based on the similarity of semantic 

vectors that evaluate the correctness of the entities and 

relationships.  

Reference [20] seeks to propose a model for Question 

Answering that uses Convolutional Neural Networks as an 

alternative to the recurrent neural networks used in most QA 

systems. In addition, the proposed system will seek text 

processing in the Chinese language, the one obtained from 

Tencent AI Lab is used as a document corpus. The model 

measures the similarity of queries with a cosine function with 

the word vectors of the document corpus. The hinge loss 

function is used for the convolutional neural network and the 

adaptive moment estimation (Adam) optimization algorithm 

is minimized. An accuracy of 0.601 is obtained.  

Shao proposes a model that uses a feature extractor 

followed by three strategies in the matching layer: average 

weighted clustering, which has an accuracy of 0.564. The 

initial layer of the transformer is the word representation layer, 

which processes the text into vectors. [22] Then, the 

transformer-based extractor uses a self-attention multi-header 

to model the contextual information of the query, a BiLSTM 

is used to synthesize the sequential features in the sentence. 

Finally, the answer is obtained based on the matching 

strategies. 

Propose a new architecture for the model which they call 

HQACL. This model uses a multi-granular embedding for 

query representation, which happens at the character, word 

and contextual word level using the BERT technique. [23] 

Once the contextual and query presentation vectors are 

obtained, they are processed through a multi-layer Bi-LSTM 

network for the high-level representations and their 

contextualized representation. The proposed model achieves 

an accuracy of 0.457. 

Propose a new attention-based multi-layer aggregated 

coding transformer (MTA) and an answer generation network 

based on the created transformer (AG-MTA) in order to make 

efficient use of contextual information [4] at different levels 

of text sequences. The structure of the transformer as a 

network uses a combination of a multi-attention mechanism, 

which sends the outputs to a sequence of neural networks 

obtaining an F-1 indicator of 0.803. 

They presented a model for Chinese QA systems based on 

convolutional neural networks and Bi-LSTM to extract the 

contextual representation of the query [24], this model 

obtained an accuracy of 0.860. At first, they arrive as text 

vectors using pooling to obtain the relevant information of the 

query. Then, an attention mechanism and a co-attention 

mechanism are combined using an incidence matrix to give 

the representation of semantic features and interactions. 

Reference [25] propose a new method called ASHLK, 

which consists in pre-processing the data using text 

segmentation, thus removing words that are not considered 

meaningful and grouping words that have the same semantic 

root. Then, given a user’s query, the possible answers are 

retrieved from the document as a set of sentences, the words 

are scored using a graph representation of all the other 

candidate answers based on two factors: the relevance to the 

user’s query and the similarity to other candidate answers of 

high relevance. Finally obtaining with the proposed model an 

accuracy of 0.720. 

From the study [23] it can be said that not always the use of 

different datasets for the training of the models increases the 

final accuracy of the system, despite combining BERT with 

BiLSTM obtaining an accuracy of 0.457.  

In the research [24] makes use of the convolutional 

networks in the same way as [3], the difference is that [24] 

focuses more on the attention mechanisms for the BiLSTM 

representation thus obtaining an accuracy of 0.860, while [3] 

focuses on obtaining an answer through established filter thus 

obtaining an accuracy of 0.601 for mixed texts. 

Reference [25] presents a model focused on body of 

knowledge processing, he focuses on graph representation 

which allows him to differentiate the text answer by 

discerning it from the other candidate strings based on NLP 

metrics, obtaining an accuracy of 0.720. 

It can be evidenced that the contributions in both categories 

tend to the use of the latest Machine Learning techniques such 

as Bi-LSTM, RNN, CNN and others, although both 

categories have a similar structure, the difference is the 

contribution that the researchers make in the proposal. Thus, 

knowledge-based models focus more on the representation of 

the query and body of knowledge to obtain better results, 

while information retrieval-based models focus on how to 

extract the answer from the document corpus to obtain better 

results.  

The use of the BERT technique does not always obtain 

better results, such as the model presented by [23], which 

obtains an accuracy of 0.457 for a closed domain of a 

technical nature. However, it is possible to obtain a very high 

accuracy with proper structuring such as the model presented 

by [8] that obtains an accuracy of 0.933 outperforming any 

other research reviewed. 

Question Answering models based on other languages obtain 

results that can be improved, such is the case of the Chinese 

language whose results are uneven as: [11] with an accuracy 

of 0.6526, [12] with an accuracy of 0.5759, [16] with an 

accuracy of 0.7941, [17] with an accuracy of 0.8294, [3] with 

an accuracy of 0.601 and [24] with an accuracy of 0.860. 

Additionally, in the Arabic language there is study of [25] that 

obtains an accuracy of 0.720. 

III. Design of the Spanish Question Answering 

Architecture 

To solve the problem of Question Answering in Spanish, a 

model that takes into consideration the context of the 

questions asked is presented. The initial question is received 

by the system, which may or may not have a document corpus 

from which to extract the answer. In case the user does not 

include the document corpus with the question, the system 



A BERT-based Question Answering Architecture for Spanish Language 123 

initially seeks to retrieve information related to the question 

based on the Wikipedia article service. Thus, together with 

the document corpus and the initial question, the Answer 

Generation module returns the answer to the initial question. 

The purpose of the system is to provide answers to the factoid 

questions posed by users through a web and mobile platform. 

 
Figure 1.  Solution Architecture 

A. Dataset 

The selected dataset is a translation of the information 

collection for questions and answers by Standford University, 

which collects questions and answers from texts of any kind 

based on a document corpus. Specifically, the version of this 

dataset that will be used is xQuad, which seeks a translation 

of this dataset for several languages, including Spanish. 

SQuAd [23] in its 2.0 version combines 100000 questions 

from version 1.1 with another 50000 irresponsive questions 

written contradictorily by the contributors in order to 

assimilate the questions with those that do have answers. 

Thus, to obtain a good accuracy in this benchmark, the system 

must not only know how to obtain an answer, but also identify 

when to refrain from answering. 

 

Document corpus Questions 

El calor necesario para hervir el 

agua y suministrar el vapor 

puede derivarse de varias 

fuentes, generalmente de la 

quema de materiales 

combustibles con un suministro 

adecuado de aire en un espacio 
cerrado (llamado de varias 

maneras: cámara de 

combustión, chimenea...). En 

algunos casos la fuente de calor 

es un reactor nuclear, energía 

geotérmica, energía solar o 

calor residual de un motor de 

combustión interna o proceso 

industrial. En el caso de modelos 

o motores de vapor de juguete, 

la fuente de calor puede ser un 

calentador eléctrico. 

1. ¿Cuál es la fuente de calor 

habitual para hacer hervir el 

agua en la máquina de vapor? 

2. Aparte de cámara de 

combustión, ¿que otro nombre 

que se le da al espacio en el que 

se quema el material 

combustible en el motor? 

3. Junto con el calor residual de 

la energía nuclear, geotérmica y 

de los motores de combustión 

interna, ¿qué tipo de energía 

podría suministrar el calor para 

una máquina de vapor?  ́

4. ¿Qué tipo de elemento 

calefactor se utiliza a menudo en 

las máquinas de vapor de 

juguete? 

Table 1. Comparison of results. 

B. Components 

1) Question 

height This element is the question asked by the user, which is 

answered by the artificial intelligence mode. In Table 1, the 

Questions column contains examples of questions e.g. 

question 1 “¿Cuál es la fuente de calor habitual para hacer 

hervir el agua en la máquina de vapor?”. 

2) Document retrieval 

This module only works when a query is going to be made 

to Wikipedia and not when there is already a good document 

corpus. Document retrieval is in charge of transforming the 

initial query into a document corpus in the case that the query 

does not have one, through which we can extract the 

information that serves to answer the question. This module 

uses seq2seq techniques using the BiLSTM Encoder-Decoder 

structure, in charge of transforming the initial query into a 

representation that in this case will be word vectors and a 

CRF layer for the contextual relationships of the entities, thus 

obtaining an adequate query to retrieve the document corpus 

from the Wikipedia search service. Finally, it returns the 

Wikipedia article of the topic mentioned in the query to the 

Answer Generation module.  

Initially, the first Encoder layer of the model is in charge of 

mapping the words of the sentence into the word vector based 

on word embedding. Thus, the second layer of the model is in 

charge of extracting the features in the entities present in the 

query in an iterative manner, since this recurrent neural 

network architecture is good for dealing with the vanishing 

gradient problem. 

 
Figure 2. Document Corpus Retrieval Module 

Using Word embedding, the representations resulting from 

the processing have a word vector representation which will 

be further processed by the CRF network to categorize the 

contextual enrichment of the query. Having as input the word 

vector by the BiLSTM, this component is in charge of adding 

the contextual sense of the initial query, which are recurrently 

qualified until an evaluation of each entity is achieved based 

on the BIO categorization, which tells us if an entity (B or I) 

belongs to another one semantically.  

The network of conditional random fields is in charge of 

labeling each word in the instance, in addition, it maps the 

dependency relationships between neighboring elements of 

the query matrix and possible queries to Wikipedia. 

Iteratively processing the query until each element is parsed. 

When the final result is obtained, the corresponding 

Wikipedia search is performed to obtain the document corpus 

from which the answer to the question is extracted. Once the 

article related to the topic of the initial question is obtained, 

the information is sent to the module for generating the 

answer as text. 
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3) Document corpus 

This element is the textual content from which the question 

sentence is extracted, it can be a Wikipedia article, a PDF or 

Word file or even a text provided by the user. It is received in 

plain text as a BERT input for question generation. In Table 1, 

the document corpus column contains an example document 

corpus for the question “¿Cuál es la fuente de calor habitual 

para hacer hervir el agua en la máquina de vapor?”, since the 

answer is found within the text. 

 4) Answer generation 

The answer generation module is responsible for the selection 

of the answer, based on the document corpus obtained and the 

initial query made. It receives both parameters to find the 

answer to the question that lies within the document corpus; if 

it is not able to find an answer, this case will be indicated. 

Once the initial query and the document corpus obtained 

are received, BERT is in charge of generating the final answer, 

since BERT is a model that fulfills the pre-trained tasks of 

word masking and prediction of the next sentence. The model 

was trained to perform the necessary Question Answering 

function using the XQuAD dataset, so that the model has the 

ability to answer questions related to a given context.  

Since BERT is a structure formed by RNN and 

attention-based methods, it is capable of extracting the 

relationship within a sentence that words have with respect to 

each other. The aim is to change the behavior by training 

BERT with the XQuAD dataset so that, taking advantage of 

its ability to infer words based on others, it can be able to find 

the answer to the question that lies “hidden” within the 

document corpus.  

   A linear layer of BERT in its Spanish version (BETO) is 

used. This trained semantic representation model tokenizes 

the information to be processed in a parallel way. The 

BERT-based model configuration counts the size of 12 

transformers for processing the question with its contextual 

body. In order for the generation of the answer to be 

necessary, the input of the BERT layer with the question 

sentence and the document corpus is properly labeled (in 

Figure 3, A is the label for the text corresponding to the 

question and B is the label for the text corresponding to the 

document corpus). 

 
Figure 3. Input Scheme 

In Figure 3, each token using BERT is processed in parallel 

by evaluating whether each token has greater significance of 

being the initial or final token. The size of the vectors is 768 

which are processed sequentially for each token. The purpose 

of this processing is to identify the tokens within the 

document corpus that are able to satisfy the initial query, 

resulting in the tokens that have greater weight for the answer 

based on the question, being both the initial token as the token 

where the answer starts and the final token as the token where 

the answer ends. Therefore, through the Softmax function, we 

have the probability that a token, which will assign a value 

between 0 and 1 with respect to the probability of 

corresponding to the answer sentence. 

 

 
Figure 4. Answer generation 

In Figure 4, the document corpus is analyzed based on the 

question sentence, returning by supervised learning, thanks to 

the XQuAD dataset, the weight that each token has of being 

the initial (i) or final (f), applying the Softmax function we 

can find this probability. Thus, the final answer is obtained by 

returning the sentence formed within the document corpus 

starting from the initial token identified to the final token 

identified. 

5) Answer 

This element is the textual content that answers the question 

initially asked, it is obtained as a plain text. In case the 

question is irresponsive, it will be indicated as such. In Table 

1 the document corpus column contains examples of answers 

highlighted within the document corpus, for example, for 

question 1 the answer within the document corpus is “the 

burning of combustible materials”. 

 

 C. Solution architecture 

Following a service-oriented architecture, graphical 

interfaces to access the platform will be separated for 2 

channels: via web browser and via mobile application. Web 

services were deployed to process user queries, these will be 

in communication with external services and will be deployed 

in a Google Cloud container. 
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Figure 5.  Solution Architecture 

The following technologies are used: 

Flask: It is self-named as a Python microframework for 

creating web applications, i.e., dynamic web pages, APIs, etc.  

TensorFlow Serving: It is a flexible and high-performance 

publishing system for machine learning models, designed for 

production environments. TensorFlow Serving facilitates the 

implementation of new algorithms and experiments, while 

maintaining the same server architecture and API.   

Google Cloud: A platform that offers more than 90 

information technology services in the cloud. 

Wikipedia API: It is a web service that allows access to 

some wiki functionalities such as authentication, page 

operations and search. It can provide metadata about the wiki 

and the logged user. 

Convert API: It is a web service that allows the conversion of 

Word, Excel, PowerPoint, HTML, PDF and image files. 

 IV. Results and Discussion 

In this section we present the results of the model based on 

bidirectional encoder representation transformers in such a 

way as to expose the results and discussion point obtained 

from its training with the Spanish version of the SquAD 

dataset. We then explain how we apply the evaluation metrics 

for Question Answering models to the results obtained from 

the model. Thus, from the analysis of these results in 

comparison to the others, recommendations for further 

research in this area of knowledge are made. 

 

A. Results 

The instances that are present in the dataset have 

approximately 100’000 questions that are grouped with 

content from 500 articles extracted from Wikipedia. For the 

purposes of training and validation of the model based on 

bidirectional transformer representation, a collection of 

10’000 questions from the mentioned articles is counted as 

validation set. Thus, having a 90/10 split for our presented 

model. 

The training has been performed with the 90’000 data of 

the training set of the SquAD 1.1 dataset, for which the 

following configurations have been considered:  

Training batch size: 24, the number of instances of the 

dataset that are loaded in memory at most.  

Learning ratio: 3e-5, defines the Adam optimization 

algorithm. 

Number of epochs: 2.0, each of the 90’000 questions in the 

training set is loaded into the model 2 times. 

Do_lower_case: The processing of each text sentence is 

performed only taking into account its lowercase value. 

Max_seq_length: 384, number of tokens that the model can 

accept in a sentence. 

Doc_stride: 128, maximum number of characters that a 

token can have. 

The training was performed in Google Cloud Platform with 

a cloud instance using the TPU (Tensor Processing Unit) 

Tesla K80 model, with 12 GB of RAM memory that can 

deliver up to 1.87Tflops of performance. For the storage of 

the model, storage buckets were used in Google Storage 

taking about 6 hours to finish the training making use of the 

configuration script provided by Google for Question 

Answering models in BERT, which contains parameterized 

input and format of the dataset based on the proposed model 

with some flags that easily allow switching between 

optimization algorithms and so on. For the validation of the 

model, we continued using the validation set, which consists 

of approximately 10 thousand different questions, which were 

used for training. These answers are presented by our 

BERT-based model in the following format: id and answer. 

Following the format provided by the dataset, the id is a 

unique identifier that allows us to identify to which instance 

(question) the answer belongs. This is used for the subsequent 

calculation of metrics with which our model is compared to 

other solutions. 

 

Table 2. Generated Answers 

 

For the processing of the results, certain basic operations were 

performed that allow us to work on the basis of the results 

obtained, these operations are applied to each prediction 

obtained and their comparison with the answer found in the 

dataset. These operations were the following: The elimination 

of articles in order to count only the meaningful tokens, those 

that carry a syntactic value for the sentence. The elimination 

of punctuation marks, in order to take into account only the 

words. Transforming each letter of the sentence to lower case, 

for better matching. Separating the tokens of a sentence for 

individual counting.  

Given the nature of the questions as not being uniquely 

correct, the number of correct tokens in the answer sentence 

was taken as the value to which to attribute the success of the 

model. Thus, except for the items, we calculated the total 

number of correctly obtained tokens over the total number of 

tokens obtained. Based on these considerations the following 

metrics are obtained: 

 

Metric Value 

No. Expected Answer Obtained Answer 

1 ímpetu una fuerza innata de ímpetu 

2 Pedro Menéndez de 

Avilés 

Pedro Menéndez de Avilés 

… 

10566 2014 2014 
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Accuracy 78.5537 

F-1 76.5025 

EM 61.6076 

Table 3. Obtained Model Metrics 

B. Discussion 

With the results obtained from our BERT-based model, a 

comparison was made between the other works that used 

SQuAD dataset. Table 4 shows the comparisons between the 

investigations and our proposal. It is worth mentioning since 

our model obtains an accuracy of 0.7856 it should be 

considered successful since the values are very close to those 

of the state of the art that mostly their values oscillate between 

those obtained from the studies for both English and Chinese 

language. 

 
Author Accuracy F-1 

Our proposal 0.7856 0.765 

Liu Chen [26]  0.428 

Sen Hu [2] 0.89 0.78 

Ziqi Lin [11] 0.6526   

Mengxi Wei [12] 0.5759  

Run-Ze Wang [13] 0.8229  

Hai Jin [6] 0.65 0.40 

Yunshi Lan [14] 0.809  

Maria Rahim [15] 0.83  

Lei Su [16] 0.7941  

ChuanLong Li [17] 0.8294  

Shuguang Zhu [18] 0.521  

Yongrui Chen [8]  0.933  

Yllias Chali [1] 0.0878  

Shuohang Wang [19]  0.632 

Mengyang Zhang [20]  0.476 

Anant Agarwal [21] 0.763  

Taihua Shao [22] 0.564  

Yongping Du [23] 0.457  

Shengjie Shang [4]  0.803 

Lin-Qin Cai [24] 0.860 0.866 

Asad Abdi [25] 0.72 0.604 

Table 4. QA Models Results 

 

Table IV shows a compilation of the values obtained from 

each study for the accuracy metrics, F-1 and Exact Match. 

The results obtained by the present study being in the upper 

half with the highest accuracy of all, we can say that the result 

was satisfactory. However, the precision obtained for our 

model based on BERT in Spanish with 0.7856 accuracy, 

comparing with [8], which is also based on BERT, reaches 

0.933 accuracy, in this case we present the model adapted for 

Spanish.  

The effectiveness of the use of techniques based on 

transformers applied to Question Answering of different 

languages is also evidenced by the studies of [16], [17], [8] 

and ours with accuracies of 0.7941, 0.8294, 0.933, and 0.7856 

respectively. In comparison with the accuracy obtained by 

studies such as [16], [22] with 0.7941 and 0.564 respectively 

apply techniques based on graphs and word vectors. 

The model obtained based on the BERT model for Spanish 

BETO, presents a better performance for a foreign language 

as opposed to another non-English language model based on 

the multilingual version. Thus, suggesting that the advances 

of this NLP structure should be directed to provide a solid 

base for each language and thus improve the obtained results. 

The proposed final system can answer the questions with a 

probability close to 80% so that 1 out of 5 questions may not 

be correctly answered. This leaves ample room for 

improvement so that the question-and-answer platform to 

support school students can be highly reliable. 

Conclusions 

The result improved by entering QA to a more specialized 

BERT model adapted for the Spanish language, the 

multilingual version of BERT and the Spanish version of 

BETO were used. The study of QA systems in Spanish could 

be diversified if a dataset of questions and answers oriented 

only to Spanish is generated, since certain contextual 

limitations and idioms to which translated datasets are subject 

could be avoided.  
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