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Abstract: Native Language Identification (NLI) is the task of 

identifying a writer’s native language (L1) based only on their 

writings in a second language (the L2). This Paper presents a 

method for the identification of the learners of the Arabic 

language (ANLI). The contribution of our method revolves 

around the use of the standard deviation for the optimization of 

supervised learning.  This technique explores a multitude of 

linguistic features extracted from the text.  The feature selection 

stage allowed improving the results that outperformed those 

achieved by the best systems applied on the same corpus.  The 

achieved accuracy outperformed that of the state-of-art (45% vs 

41%), taking into account the limited data and the unavailability 

of accurate tools dedicated to the Arabic language.   

 
Keywords: Native language identification, standard deviation, 

machine learning.  

I. Introduction 

The rapid growth of the Internet and computer technology in 

the last two decades has resulted in an incredible increase of 

the online data amount. According to ‘Internetlivestats1, in 

one second the Internet traffic2 is about 36,411 GB. This 

impressive amount of data -mostly of text type- is shared, 

published, and transferred in a free (and sometimes 

anonymous) way; in fact, an important portion of internet 

users are misrepresenting themselves while surfing on the Net; 

therefore, there is a need to deal with the data which sources 

are unknown.   

Two main sectors are interested in knowing the potential 

source of data, first, the commercial sector where information 

such as age, sex, nationality, and native language about 

customers is of a high value for marketing intelligence, 

second, the security sector that bears the burden of protecting 

the Internet from crimes such as plagiarism and identity theft, 

etc. Therefore, the research community promotes researchers 

to discover and develop effective methods and techniques in 

related fields such as plagiarism detection and author profiling.   

This work was achieved in the context of author profiling 

as a vibrant field of research that cares about the detection of 

author background characteristics, e.g. the age, gender, native 

language and even personality of the individual who produced 

the text. In particular, we focused on identifying the native 

language as one of these characteristics. It falls in the 

crossroads of text classification and Computational 

Linguistics, where linguistic patterns from texts are used to 

predict the author’s first language.  

II. Related works  

Native Language Identification tackles the problem of 

determining the native language of an author based on a text 

that the author has written in a second language [1] This 

definition highlights the fact that native language 

identification (NLI) is the science of automatically identifying 

the first language (L1) of an unknown author on the basis of 

their production patterns in the target language (L2). It is 

based on the fact that people unconsciously use patterns from 

their L1 when they express ideas in L2, even after years of 

learning and exposure. This problem typically falls at the 

crossroads of text classification and Computational 

Linguistics where linguistic patterns of the text are used to 

predict the author’s first language.  

While NLI is a new line of inquiry, the technical problems 

of NLI are often solved by resorting to machine learning 

algorithms where a number of patterns is extracted from 

multilingual corpora and used in generating classification 

models able to predict the L1 of a new text.   

Although research in the text classification field offered a 

wide range of machine-learning algorithms [2] to experiments 

in NLI studies, which include Support Vector Machine (SVM), 

Decision Tree algorithm (DT), Naive Bayes algorithm (NB), 

it is argued that the choice of the right features is by far more 

important than the choice of classification techniques [3][4]. 

Therefore, our analysis relied on feature types to distinguish 

between different approaches.  

When examining the previous studies, a multiplicity of 

information on different types has been explored individually 

and combined in different ways in order to determine the 

common transferred patterns of authors that share the same 

native language. The feature type sets involve, among others, 

three main classes, namely lexical, syntactic and n-gram 

features. 

A. Lexical features  

The earliest and most traditional features are the lexical ones 

where texts are viewed as a sequence of sentences composed 

of words and punctuation marks.  
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The Lexical features include character-based, vocabulary-

richness, and word-length-frequency features. Seeing that the 

choice of the appropriate words and vocabulary used by 

authors in their writing is influenced by their mother tongue, 

the lexical-dependent features are considered as good 

indicators of language transfer. Such features proved their 

usefulness in the classification context, e.g. in automatic 

Arabic author attribution [5], in Arabic email-author profiling 

[6], and in native language prediction [7] where 

experimenting various types of features collected from Web-

based texts showed the obvious efficiency of such lexical 

features (use of just 64 features) compared to other features.  

Since the most available data contain topic bias, the lexical 

features were avoided in many studies to get around the topic 

influence. However, an important discovery was noted: 

Brooke and Hirst [8] argued that topic bias affects not only 

lexical features, but also non-lexical ones, and that avoiding 

lexical features was pointless. Regarding this point, they 

presented an optimistic lexical-based approach enabling their 

system to reach an accuracy of 95.2 %.  Despite this positive 

achievement, researchers are still exploring other feature 

types such as information related to syntax.   

B. Syntactic features  

In linguistics, syntax –the study of phrase and sentence 

structures [9]- covers such features as the way words are 

constructed, the way the endings of words change according 

to context (inflection), the classification of words into parts of 

speech (nouns, verbs, pronouns, etc.), and the way parts of 

speech are connected together.  

This feature type was first investigated by Wong and 

Dras[10]. It has been proposed that this feature consists of 

more topic-independent and unconscious markers of the 

native language for the simple reason that they are rather 

dependent on the target language than on the textual content. 

Thus, it is considered to be more reliable than lexical patterns. 

However, its use requires the availability of some kind of 

Natural Language Processing tool, like a Part-of-Speech 

Tagger and a Syntactic Parser.  

C. N-gram features  

N-gram features are widely used in authorship analysis; these 

features are defined by relying on the two previous feature 

types in order to extract additional information by going 

beyond what can be found when examining features 

individually.  

The use of n-grams has many advantages:  

• N-grams are easy to compute and are extracted in a 

systematic way in contrast with the syntactic and lexical 

features that need specific tools such as dictionaries, 

taggers and parsers.    

• Spelling and orthography Error Tolerance: n-grams 

perform well in data that contain errors.  

• N-grams are language independent: in the case of Chinese 

and similar languages where no spaces between words are 

left, the use of character and word n-grams proved its 

efficiency.   

III. Relevant studies  

NLI, the focus of our study, is typically modelled as a sub-

class of text classification, more specifically, text author 

profiling. To date, this topic has attracted the interest of 

several papers and research projects. In this section, we 

described the most important studies found in the literature 

classified by L2 while taking into account the corpora, the 

features, the used classifiers and the obtained results.   

A. English native language identification  

English, the first world language, has been widely studied in 

Second-Language Acquisition SLA and Natural Language 

Processing NLP. Therefore, since [11], the first NLI study, 

most of the works dealing with automatic native language 

prediction have focused on English.   

In their study, Shlomo et al. [12] dealt with ‘native 

language’ among other dimensions including age, gender and 

personality in their authorship-profiling approach using the 

Bayesian Multinomial Regression (BMR) as a learning 

algorithm. Because of the unavailability of a comprehensive 

corpus, they resorted to the use of a separate corpus to 

accomplish their studies. They used the International Corpus 

of Learners of English ICLE3 for the sub-task of language-

dimension identification. Their cross-validation tests were 

carried out on each of the following feature types separately 

(stylistic features only, content features only) and on both of 

them. The results of their studies showed that the content-

based feature is slightly useful in the gender-dimension 

identification. Indeed, when combined with the style-based 

feature, it gave a classification accuracy of 76% for gender 

and 77.7 % for age. In contrast, the classifiers that were 

learned using only style features provided an accuracy rate of 

63% for personality dimensions.  

Concerning the language dimension, an outperformance of 

82.3% was achieved using only the content features which 

reflects the preference for a specific word usage among 

speakers of different languages. However, such results were 

discussed by the researchers themselves who noted that they 

might be infected by possible topic bias. For this reason, the 

majority of the subsequent studies avoided the use of content 

features.  

Wong and Dras [13] conducted their experiments on the 

same data (i.e. ICLE). They integrated three common 

syntactic types of error made by English learners. These 

mistakes are related to subject-verb disagreement, noun-

number disagreement and misuse of determiners with the 

lexical features, function words, character n-grams and POS 

n-grams, used in previous approaches. They achieved an 

accuracy of 73.71% with all features combined. The results 

showed the usefulness of these error types in the NLI task. 

This fact was further investigated by E.Kochmar[14], who 

suggested the use of character n-grams errors.   

Although most English NLI studies were conducted on 

ICLE, other corpora have been used in parallel. Serhiy and 

Detmar [1] conducted a research on the second version of the 

ICLE corpus and three other corpora (NOCE4, USE5 and 

HKUST6 in this case). They used different Support Vector 

Machines (SVMs) as classifiers. The researchers defined 

features based on recurring n-grams of all accruing lengths. 

Three classes of recurring n-grams are defined in their work, 

(viz.): one word-based n-gram and two generalizations of the 

first class (POS- and OpenClass-POS- based n-grams). They 

conducted experiments based on random samples from ICLE 

in a single-corpus evaluation and a cross-corpus7 evaluation. 

The word-based n-gram was proved to be the best performing 
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class with a high accuracy reaching 89.71%. The results also 

demonstrated that the pattern learned on ICLE generalized 

well across corpora and gave an accuracy of 88%.  

In another study, [15], Xiao et al. used a large longitudinal 

data to identify the native language of the learners of a second 

language. They focused mainly on a corpus collected from 

Cambridge University to investigate the different proficiency 

levels. The authors used an accurate learning machine based 

on Support Vector Machines SVM. Both syntactic and lexical 

features were tested separately and combined in this 

experiment. The results showed that lexical features 

outperformed the syntactic ones when tested individually at 

all levels. The same findings were achieved when combining 

the features, especially at an advanced level.  

In [16], S. Nisioi investigated the proficiency of the 

different features for the task of native-language identification 

benefiting from the EF Cambridge Open Language error-

annotated Database. Nisioi's objective was firstly to analyse 

the different features used for automatic text classification in 

the frame of NLI. Secondly, he intended to highlight the 

important learner’s linguistic background role in the learning 

process. Then, he used it to distinguish the native country of 

the people who share the same mother tongue. The analyzed 

features in this study covered topic-independent features 

(function words, POS n-grams, anaphoric shell nouns and 

annotated errors) and other characteristics that are dependent 

on topic (character n-grams and positional token frequencies). 

His experiments demonstrated that anaphoric shell nouns8 

and positional token frequencies contributed to achieve the 

best accuracy. In fact, a topic-independent feature 

combination reached an accuracy of 93.75. For the sensitive 

topic feature characters, 4-grams achieved the highest 

accuracy with about 99% across the corpora. He carried out 

the linguistic background analysis to explain some mis-

classifications of native country for some native languages.  

In [7], the researchers were interested in the identification 

of authors’ native languages based on their writing on the 

Web. Their proposed method was based on automatic 

classification using various types of features (namely Lexical, 

Syntactic, Structural and Content features) collected from 

Web-based texts written by native and nonnative authors as a 

source corpus. To achieve this goal, the researchers compared 

three different classification techniques (the C4.5 decision 

tree, the support vector machine and Naïve Bayes). Their 

experiments showed the obvious efficiency of the lexical and 

the content-specific features compared to the rest of the 

features. Concerning the learning algorithm, the SVM 

outperformed the Naïve Bayes and C4.5 significantly with a 

satisfactory accuracy of 70% to 80%.  

B. Non-English Native Language Detection  

Apart from English, many other languages have attracted 

researchers’ attention in the recent years in order to assess the 

applicability of NLI techniques to such languages. In this 

context, Malmasi and Drass [17] and Lan and Hayato [18] 

addressed the Chinese language. del Río Gayo et al. [28] 

addressed the Portuguese language. 

These research studies can be considered as the first works 

presenting an expansion of the NLI application to non-English 

data. Based on a feature set that involves part-of-speech tags, 

n-grams, function words and context-free grammar 

production rules, their system revealed that the use of all the 

combined features outperformed the use of individual ones 

with an accuracy of 70.61%.  

In the second work, Lan and Hayato were the first to use 

skip-grams as features in the NLI problem combined with the 

traditional lexical features based on the Jinan Chinese Learner 

Corpus JCLC. Because the skip-gram features’ number or 

dimension grows enormously, they accept only n-grams that 

occur in more than ten essays as informative features. Unlike 

most of the NLI studies which have adopted term frequency 

(TF) or term frequency– inverse document frequency (TF-

IDF). The plus point of this study is that a special attention is 

paid to assigning an effective weight to each feature. They 

adopted the BM25 term-weighting method [19]. Their 

proposed system reached a higher performance with 75% 

accuracy using hierarchical linear SVM classifiers.  

Furthermore, the Finnish and the Norwegian languages 

have also been addressed in [20] and [21]. The key objective 

of these two studies was to determine if the NLI techniques 

previously applied to L2 English can be effective to other 

different languages. Data were collected from Finnish and 

Norwegian learners (Advanced Learner Finnish LAS2; Andre 

spraks korpus, Second Language Corpus ASK). Their results 

indicated a promising evidence of the applicability of NLI 

techniques to other languages.  

C. Arabic native language identification  

Arabic was currently perceived as a critical and strategically 

useful language. However, Malmasi and Dras’s work [22] 

was the unique study dealing with this language in the NLI 

field. An interesting study might be relevant to the enrich the 

field. Their aim was to investigate the usefulness of the 

syntactic features, mainly CFG production rules, Arabic 

function words and Part-of-speech n-grams. They used a 

supervised multi-class classification approach. As a result, 

their experiments proved to be successfully applied to Arabic 

NLI. Added to that, it is notable that combining the features 

led to a reasonable accuracy of about 41%, which was 10% 

lower compared with their previous study of English using the 

same set of features. This was due to the fact that the 

morphological and syntactic richness of Arabic is 

significantly different from that of English, on the one hand, 

and to the small size of dataset used in the learning phase, on 

the other.  

D. NLI Shared Task  

The growing interest in the NLI field reflected by a number 

of papers that have been published motivated research groups 

to organize shared Tasks [23] (to our knowledge, this is the 

first and the only shared task). The main goal of the task was 

to further unify the community and help the field progress by 

providing a competitive environment for systems to be 

directly compared.   

29 teams from different countries participated in this task 

and 24 teams were elected to write papers describing their 

systems. These 24 teams competed across three different 

subtasks. The same test set of data was used for each task. 

Only the training data changed from one task to another. The 

teams developed systems trained on Data compiled from the 

TOEFIL11 corpus only, from External corpora, and from both, 

respectively in the closed-task, open1-task and open2-task. 

https://aclweb.org/anthology/people/i/iria-del-rio-gayo/


Mechti and Belguith 118 

The teams were free to choose the convenient learner methods 

and features. Based on the report of [23], it is observed that 

the most common features were word, character and POS n-

gram features.  

Unsurprisingly, the ‘Support Vector Machines’ was the most 

used among other machine-learning algorithms.  

IV. Proposed method  

In this study, we addressed the prediction of Arabic learners’ 

native language as inspired by [22]’s work. In order to come 

up with an optimal classification model, our focus was on the 

feature-selection step, which was not given great importance 

in most of the previous works. Optimality refers to the 

reduction of features and performance improvement.  

Our proposed method, as shown in Figure 1, is divided into 

three steps. Firstly, in the pre-processing step, we prepared the 

text to be used in the next step. Then, in the feature-extraction 

phase, we extracted the set of features that seem to be useful 

for Ll learners’ background discrimination. Finally, we 

applied a classification algorithm to generate the 

classification model. Obviously, the last two steps are 

supported by a sub-step of feature selection.  

 

 
 

 Figure 1. Proposed method NLI process; the blue arrows indicate 

the training phase and the green arrows indicate the test phase 

After that, we ensured that our system is optimal enough to be 

used in the new L1 text prediction.   

A. Text pre-processing  

The aim of text pre-processing is to prepare the training data 

for the processing stages as our training data are formed of 

Arabic texts written by non-Arab learners. The texts are 

initially handwritten before they are transcribed into 

computerized form. The analysis of these texts reveals that 

they include inappropriate characters, words and marks like 

those found in the example below. Moreover, some notes are 

inserted into the bodies of the texts when they are transcribed:  

For example, the note “كلمة غير معروفة” (indefinite word) is 

added to indicate that a word or phrase is unclear and cannot 

be recognized.  

 We got on the bus #Unknown) .ركبنا الحافلة# كلمة غير معروفة#

word #)  

The note “معلومة شخصية محذوفة” (Personal information Deleted) 

is added to indicate that some personal data concerning the 

text’s author was deleted (e.g. learner’s name, contacts, etc.). 

In this case, neglecting or removing these notes can influence 

the structure of the whole sentence; thus, we deal with each 

set of notes separately by replacing them with the most 

convenient words in order to preserve the sentence structure 

as much as possible. However, in the case of inappropriate 

characters or marks, the solution is to remove them. Once the 

text pre-processing phase is achieved (i.e. the corpus data are 

transformed into usable data), the texts are ready for the next 

phase where features will be extracted from them.   

 

B. Feature extraction  

In this study, we explored three syntactic feature types, 

namely ‘function word’, ‘Part of speech n-grams’ and 

‘Context-free grammar production rule’. In this way, we 

generated three sets of features for each text. For each 

individual feature, we measured the frequency (TF) with 

which it appears.  

Function words refer to context and topic-independent 

words used differently by learners to obtain coherent 

sentences. Here, we adopted 411 common Arabic function 

words regrouped into seventeen types (classes). Below are 

examples of the Arabic function words listed by classes.  

 

 

Type  Examples  

Linking 

words  

   حيث أن,(despite) برغم,(furthermore)علاوة على 

(whereas), etc.  

Conjunctions   أو ,)ro(بل(but/ rather), و(and)  etc.  

 snoitisoperP من(from),إلى (to), في (in),على (on),etc.    

… … 

Table 1. Examples of Arabic function words 

 

Part of speech n-grams:  These are representative features that 

highlight the words’ linguistic category. We applied the 

tagger to assign the grammatical category for each word. 

Context-free grammar production rules: This term refers to 

rewriting rules that describe both the syntactic class of the 

‘words’ and ‘sentences’ structures. Figure 2 represents an 

example of production rules extracted from the corresponding 

parse tree of a given sentence.   

 

   
Figure 2. A constituent parse tree along with the extracted 

context-free grammar production rules 

C. Feature selection  

The main contribution of the current study is the importance 

given to the feature-selection phase. Let us recall that we had 

a set of M documents, each of which is represented by N 

features and in which N largely exceeds M. Our proposed 

strategy consisted in using the standard deviation measure (std) 
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to determine the most useful features to discriminate between 

the classes.  

Our feature-selection technique was inspired from the 

study of [24]. In this study, Alireza et al. assume that the 

standard deviation can be effectively used as a feature-

selection criterion in the context of sentiment classification9. 

To prove their hypothesis, they conducted a comparative 

study on two popular feature-selection techniques, 

information gain (IG) and chi-square (CHI), in comparison 

with their proposed technique, which is based on standard 

deviation. They report that their proposed technique was as 

accurate as (and sometimes outperforms) the two other 

techniques.  

 

1) Standard deviation  

Standard deviation is a statistical measure that indicates the 

spread and variability of a set of values (or data) around its 

average (or mean). A high Standard deviation shows that the 

values are widely spread above and below their mean (Figure 

3a), and a low standard deviation shows that the values are 

clustered closely around the mean (Figure 3b).   

 

 
Figure 3. Example of two different dispersions of values around 

mean 

For a given set of values: 𝑥1, 𝑥2, …, 𝑥n, where n is the number 

of values, the standard deviation of this set is calculated in two 

steps as follows: 

 

Step 1: Determine the mean value �̅� by adding all the values 

together and dividing that total by the number of values (n) as:  

 x̅ =   
∑𝑥

𝑛
            (1) 

Step 2: Calculate the sum of square of the subtraction of the 

mean from each set of values. Then Standard deviation (𝛿) is 

the square root of that sum divided by n: 

 

δ =  √
∑|𝑥−x ̅|²

𝑛
                (2) 

 

2) Feature selection Using Standard Deviation  

The idea was to use standard deviation to select features that 

contribute most to the classification. We calculated the 

standard deviation for each feature and sorted them in an 

ascending order as described in Algorithm 1.  

 

 

 

 

 
 

Algorithm 1: Calculation of the Standard deviation of the 

features 

Input: feature set, term-document matrix weight 

Output: set of features sorted by standard deviation 

Begin 

(1)   Calculating the mean for each feature 

(2)   Calculating the Standard deviation for each feature 

(3)   Sorting the feature’s sets of values in ascending order 

(4)   Return the Sorted set 

End. 

 

After that, we muted out features that have the lower standard 

deviations in order to select only the most useful features. This 

was done because a lower standard deviation means that the 

feature values are located closely around the mean, which is 

not efficient to discriminate between classes. Then, we trained 

our model using the new subset of features. We replicated the 

process until no features were excluded without sacrificing 

accuracy. Later on, we trained the final model with the 

selected features. The process is described in the following 

informal algorithm:  

 
 

Algorithm 2 : Feature selection Using Standard Deviation 

Input: sorted feature set, a given classification algorithm 

(classifier) and desired number of features to exclude in 

each step (p)  

Output: subset of most confident features 

Begin 

(1)   Apply classifier using the full set 

(2)   Update feature set by removing the p first features 

(3)   Evaluate the new set by applying classifier using the 

new subset 

(4)   If (stop criterion not verified) return to (2) 

(5)   Return the new set 

End. 

 

The algorithm starts with the full feature set and, for each step, 

the “p” worst features (in terms of Standard deviation) are 

excluded from the set. The number of removed features p is 

determined dynamically at the beginning of the algorithm 

(P<M where M is the size of the feature set). Then, the new 

feature set is evaluated by applying a given classification 

algorithm in order to compare the performance of the new set 

with the previous set. The process is run repeatedly making 

sure that no loss in prediction performance occurred (the stop 

criterion is not verified). 

D. Classification model  

Once the feature sets are extracted (in the feature extraction 

phase) and selected (in the feature selection phase), they 

would be used to train the final model by applying a learning 
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algorithm. The output would be a classification model that is 

able to predict the native language for the response to new 

data. We compared the three most popular machine-learning 

algorithms (Support vector machines, Decision trees and 

Naive Bayes) [25] [24] [23] [14] and we used the one that 

outperformed the others.  

V. Experiments 

Native Language  Number of Texts  Number of Words  

Chinese 76 11073 

Urdu1 64 12341 

Malay2 46 6686 

French 44 5942 

Fulani3 36 5571 

English 35 5774 

Yoruba4 28 4794 

Total 329 52181 

Table 2.  L1 Distribution by number of texts and words 

 

Several series of experiments were carried out on the test 

corpus. These experiments were validated and evaluated by 

the following techniques.  

In machine learning, it is common to use validation 

methods to assess the generalizability of classification 

algorithms and methods to unknown test examples. K-fold 

cross validation is one of the most popular cross validation 

techniques. It consists in splitting the data into k subsets; one 

subset acts as the validation data and the rest act as training 

data. The validation process is then repeated k times. This 

technique becomes the de-facto standard of reporting NLI 

results; therefore, we reported our experimental results under 

K-fold cross-validation, with k=10.  

Since our training dataset is roughly unbalanced, the use of 

different performance measures can be a useful solution to 

overcome the problem of imbalanced data in order to evaluate 

the classification model. Thus, to evaluate the performance of 

our method, we employed three metrics commonly used in 

data-mining evaluation: accuracy, precision and recall. Note 

that we report our result based on the accuracy measure; this 

is because this metric was commonly used in previous works. 

VI. Results and Interpretations  

We ran two sets of experiments in order to evaluate the 

performance of our suggested method. The first set of 

experiments aimed to assess the performance of the learning 

algorithms (classifiers) and consequently we chose the most 

performing one to be used in the next set of experiments. The 

second set of experiment was dedicated to evaluate the 

contribution of our features set in different configurations: 

individually, together, with and without passing by the 

selection process.  

 
1 The national language and lingua franca of Pakistan  
2 The Malaysian language  
3 Non-tonal language spoken in 20 countries of West and Central 

Africa  

A. First set of experiments  

Our method relies on the classifier choice. We compared the 

performance of the three classifiers SVM, the Naive Bayes 

and the Decision Table using all features. Figure 4 displays 

the classification accuracy for each classifier.  

 

 

 

 

 

Figure. 4. Variation of accuracy according to the selected 

classifier 
 

The results revealed clearly that the SVM significantly 

outperformed both of the Naive Bayes and the Decision Table 

classifiers consistently with previous studies, this one presents 

another substantiation of the SVM superiority in text 

classification problems. Therefore, we used this classifier in 

the rest of our experiments.  

B. Second set of experiments  

We conducted multiple 10-fold cross-validation experiments 

to test our features both separately and in combination. Table 

3 summarizes the full classification accuracies of the different 

sets of features both with and without using our proposed 

feature selection step.  

 

 

 

Features  

Without feature                    With feature                

selection                                selection 

Number 

of 

features 

Accuracy 

(%) 

Number 

of 

features 

Accuracy 

       (%) 

Production 

rules  

1124 30.5 106        36,5 

Function 

Words   

17 31.0 11     31,0 

POS unigrams  33 30.0 16    34,9 

POS bigrams  594 35.4 145    38,0 

POS trigrams5  580 29.0 347    29.0 

Combined           2348 41.9 278    45.0 

Table 3.  Number of features and their accuracy 

Based on the experimental results described in the table above, 

we found that removing the lowest deviation features in terms 

of standard enhanced the prediction capability of our solution. 

Indeed, applying our selection algorithm enabled our system 

to obtain a gain in accuracy ranging from 2.6% (case of POS 

bigrams) to 3.1% (case of combined features), as well as a 

gain in terms of memory space: we managed to bring the size 

4 One of the five most spoken languages in Nigeria  
5 POS-Trigrams are excluded from the classification when we 

combine features.  
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of the feature vector down to 10 times less than the size of the 

initial vector, from 2348 to 278. In the following, we detailed 

the results of individual and combined features after they were 

selected.  

 

C.  Individual features  

For individual features, the production rules as well as the 

function words have shown their ability to distinguish L1 

learners with 36.5% accuracy for production rules and 31% 

for function words.  

Unsparingly, POS n-grams consistently with those given in 

earlier studies outperformed the other syntactic features. The 

best accuracy, 38%, was reached with n=2. We note here that 

though POS trigrams gave a reasonable accuracy of 29%; it 

turned out that combining trigrams POS with other features 

did not give better results. It rather underperformed the global 

performance. This can be explained by the fact that these 

trigrams represent redundant information compared to the 

other feature sets. Thus, we excluded it when we used features 

together.  

D. Combined features  

We combined 278 features distributed as follows: 16 

unigrams, 145 bigrams, 11 classes of function words and 106 

production rules. This set allowed achieving a better 

classification result of 45 %, for Arabic NLI which highlights 

the importance of the feature-selection step.  

The confusion matrix in Table 4 shows the distribution of 

correctly-classified as well as misclassified samples for the 

different native languages. A combination of function words, 

POS and production rules were used as classification features.   

Table 4.  Confusion matrix based on all features combined  

The performance of the different native languages is slightly 

spaced. In fact, the experimental results show that we were 

able to detect more Asiatic learners of Arabic than European 

learners. For Chinese and Urdu authors, we obtained an 

accuracy rate of approximately 80% while this percentage was 

36% for French authors and 30% for English writers.   

In addition, we found out that the most mis-predicted 

samples are labelled as the Chinese or the Urdu samples. 

compared to the other class, it is probably because Chinese 

and Urdu are over-represented in terms of sample number in 

the training set, which is attributed to the idea of unbalanced 

training data and its impact on the effectiveness of the 

classification model.  

Consequent to the two points above it was proven that Asian 

languages are effectively distinguished in the context of 

Arabic NLI. On the other hand, the two closely-related 

European languages are often mi-classified as Asian. African 

languages are the hardest to distinguish and represent the 

highest error rate. Especially for Yoruba, only one of seven 

texts was correctly classified. This may be because of the 

deficiency of the training data allocated to it.  

VII. Comparison with Malmasi and Drass's 

results  

Malmasi and Drass [22] developed the first and the only NLI 

method that addressed the Arabic language. They found that 

the best accuracy is obtained using a combination of syntactic 

features similar to the one used in the current study. Our 

results, which can be directly compared with theirs, do 

outperform those they reported by around 5% up in accuracy  

as shown in Figure 5.  

 

 

 

 

 

 

 

 

 

 
Fig. 5 Performance of our features compared with Malmasi 

and Drass’s ones  
 

The comparison results confirm, on the one hand, the 

significance of the particular attention that we paid to the 

choice of the feature sets; this includes the choice of function 

words and the validation of production rules. In addition, the 

comparison results confirm the importance of our feature-

selection technique. Unlike Malmasi and Drass’s study in 

which they did not state the use of any feature selection 

technique, ours can overcome the high-dimensional feature 

problem and improve the overall performance. 

VIII. Conclusion 

In this research work, we investigated the efficacy of language 

transfer to identify the first language of non-native Arabic  

speakers based on their texts written in Arabic. In particular, 

we focused on the syntax-related transfer. For this purpose, 

we presented a supervised method for an Arabic NLI task 

based on syntactic features extracted automatically from texts 

written by non-Arabic learners.  

Essentially, our method consisted of three steps where the 

input is a set of texts and the output is a classification model 

able to predict the class of an unseen text: we started by pre-

processing the text; in this step, we dealt with the 

 classified as 

L1  Chinese  Urdu  Malay  French  Fulani  English  Yoruba  

Chinese  56 14 3 3 - - - 

Urdu  13 40 6 5 - - - 

Malay  9 11 21 2 2 1 - 

French  8 16 6 13 1 - - 

Fulani  3 12 7 7 7 - - 

English  10 12 3 3 - 7 - 

Yoruba  8 10 3 4 - - 4 
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inappropriate characters, words and marks by removing or 

replacing them depending on the case. Then the texts were 

passed to the next step where syntactic feature types were 

extracted. Therefore, the initial set was transformed into a 

space vector representation at the final stage. The new text 

representation was used as input for a machine-learning 

algorithm that served to build the classification model.  

We found out that the features space was higher compared 

to the number of samples. Indeed, it exceeded two thousand 

when we used all the features together. We assumed that many 

of them were redundant and noninformative. Based on this 

hypothesis, we proposed an algorithm using a statistical 

metric (standard deviation) that enabled us to select the non-

useful features.   

To accomplish the task, we used the second version of the 

ALC corpus. We included the seven top native languages: 

three Asian languages (Chinese, Urdu and Malay), two 

European ones (French and English) and two African ones 

(Fulani and Yoruba). All in all, we performed our experiments 

using 329 texts including an average of 160 words per text. It 

is worth pointing out that our results are promising; we 

outperformed the state-of-the-art accuracy (45% vs 41%), 

given the issues that we faced in this study concerning the 

limited data and the unavailability of accurate tools dedicated 

to the Arabic language. Currently, our approach is based on a 

static-learning model where the used corpus for training and 

testing is the ALC. Therefore, in our future work, we are 

planning to address this issue by developing a new Arabic 

learner corpus that can be used to evaluate the generalizability 

of our method and more broadly to serve linguistic and 

computational research areas.  

Furthermore, the ALC texts analysis showed that learners 

made several errors of different types (orthography, 

morphology, syntax, semantics, etc.) when they expressed 

their ideas [27]. The exploitation of the errors represents a 

prospective task. Indeed, these errors reflect one of the main 

aspects of language transfer resulting from the difference 

between the learner’s native language and that of Arabic.  

Finally, to allow a better author detection, we are thinking 

of going beyond the native language and considering the 

detection of the age, the gender and the geographical 

background of the author, and above all, the detection of his/ 

her personality.  
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