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Abstract :In our aging culture, neurodegenerative disorders 

like Parkinson's disease (PD) are among the most serious health 

issues. It is a neurological condition that has social and economic 

effects on individuals. It happens because the brain's dopamine-

producing cells are unable to produce enough of the chemical to 

support the body's motor functions. The main symptoms of this 

illness are eyesight, excretion activity, speech, and mobility issues, 

followed by depression, anxiety, sleep issues, and panic attacks. 

The aim of this research is to develop a workable clinical 

decision-making framework that aids the physician in 

diagnosing patients with PD influence. In this research, we 

proposed a technique to classify Parkinson’s disease by MRI 

brain images. Initially, normalize the input data using the min-

max normalization method and then remove noise from input 

pictures utilizing a median filter. Then utilizing the Binary 

Dragonfly Algorithm to select the features. Furthermore, to 

segment the diseased part from MRI brain images using the 

technique Dense-UNet. Then, classify the disease as if it’s 

Parkinson’s disease or health control using the Deep Residual 

Convolutional Neural Network (DRCNN) technique along with 

Enhanced Whale Optimization Algorithm (EWOA) to get better 

classification accuracy. Here, we use the public Parkinson’s 

Progression Marker Initiative (PPMI) dataset for Parkinson’s 

MRI images. The accuracy, sensitivity, specificity, and precision 

metrics will be utilized with manually gathered data to assess the 

efficacy of the proposed methodology. 

Keywords: Deep Learning, Deep Residual Convolutional Neural 

Network, health control, Parkinson’s disease, Dense-UNet, 

classification. 

I. Introduction 

In recent years, severe diseases have been detected and 

monitored using a lot of health informatics tools. The 

monitoring of Parkinson's disease (PD), is typically identified 

in persons over 60 using artificial learning-based information 

systems. Approximately 7 to 10 million individuals 

worldwide are affected by this illness, which is one of the most 

prevalent and rapidly expanding neurodegenerative 

conditions [1-3]. It is mostly caused by a shortage of dopamine 

(a neurotransmitter) in the human brain, and it manifests as 

both motor and non-motor symptoms, including dementia, 

voice/speech impairment, depression, sluggish thinking, 

stiffness, bradykinesia, and tremor [4]. A neurological 

condition known as Parkinson's disease is typically found in 

adults 50 years of age and older. Because the symptoms of 

Parkinson's disease are typically not captured or avoided until 

the patient is disturbed, the condition may initially go 

undetected. It is often characterized by neuronal degeneration 

in the human brain that results in the nervous system [5, 6]. 

Motor and Non-motor features are the two categories in which 

the original data obtained from the patients in the features 

form to classify PD is separated. A patient with Parkinson's 

disease may exhibit motor characteristics such as tremors, 

stiffness, and postural instability. While some instances of 

non-motor aspects are a patient's autonomic, cognitive, and 

sleep problems [7]. 

    The condition of the patient's health is improved by an early 

diagnosis of PD, which also makes it easier for an experienced 

practitioner to make quick diagnoses. The traditional 

techniques used in the early recognition of PD rely exclusively 

on the information gathered from close examinations and 

patient interviews. These techniques don't use any kind of 

sophisticated computing on patient data. Some of the first non-

intelligent methods used to diagnose PD were telemonitoring 

and telediagnosis systems [8-10]. Age is the main risk factor. 

Over 90 genes have been linked to a significant hereditary 

component of disease risk. Additionally, large populations 

have shown that some potentially modifiable environmental 

(such as water pollutants, and pesticides) and other factors 

(such as coffee, smoking, head trauma, or exercise) have a 

reason in the development of Parkinson's disease [11, 12]. 
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Parkinson's disease begins with very modest and perhaps 

undetectable primary causes, but as the disease advances, the 

signs worsen. PD symptoms differ from person to person. PD 

begins with both non-motor and motor signs. Postural 

instability (loss of balance), Tremors, rigidity, and 

bradykinesia are examples of motor symptoms. Psychiatric 

symptoms, dysautonomia, motion sickness, and sensory 

impairment are examples of non-motor symptoms (autonomic 

dysfunction). Parkinson's patients frequently experience 

changes in speech, tremors, sluggish movement 

(bradykinesia), changes in handwriting, tight muscles, poor 

balance and posture, and loss of natural movements [13-15]. 

90% of Parkinson's patients have vocal dysfunction issues, 

which is an early sign of the disease, according to research. 

    These vocal abnormalities include hypophonia (reduced 

volume), monotone (lower pitch), dysphonia (defective voice), 

and dysarthria (difficulties with articulation). It might be 

difficult to make an early detection of PD for a variety of 

reasons. Because most patients are over the age of sixty, it 

takes a lot of time for movement disorder specialists and 

neurologists to identify this disease after thoroughly analyzing 

the patient's full medical history and undergoing multiple 

scans [16]. When examining the patient's information and 

symptoms, the doctors' ability to correctly identify PD is 

based on their domain competence. But there are not enough 

skilled doctors' in developing countries like India, Brazil, 

Argentina, etc. So, recognizing or identifying PD is a difficult 

undertaking because professionals are stressed out by their 

heavy work. This makes us to develop a decision assistance 

system that would help medical professionals recognize PD.  

    In this paper, we proposed a technique to classify 

Parkinson’s disease by MRI brain images. It has 4 steps to 

follow. Initially, normalize the input data using the min-max 

normalization method and then remove noise from input 

pictures utilizing a median filter. Then utilizing the Binary 

Dragonfly Algorithm to select the features. Furthermore, to 

segment the diseased part from MRI brain images using the 

technique Dense-UNet. Then, classify the disease as if it’s 

Parkinson’s disease or health control using the DRCNN 

technique along with Enhanced Whale Optimization 

Algorithm to get better classification accuracy. The key 

contributions of this paper are,  

• In the pre-processing stage, we normalize the input 

data using the min-max normalization method and 

then remove the noise from the input image utilizing 

the median filter. 

• To feature the selection process, utilizing the Binary 

Dragonfly Algorithm. Then using the Dense-UNet 

technique to segment the Parkinson's disease part in 

brain MRI images. 

• We use the deep learning-based classification 

technique DRCNN to classify the disease if it’s 

Parkinson's disease or normal health control along 

with Enhanced Whale Optimization Algorithm for 

better classification accuracy. 

 This article's remaining sections are organized as follows. 

Section 2 covers the relevant research on Parkinson’s disease 

classification. Section 3 provides a thorough explanation of 

the proposed technique and its elements. Section 4 describes 

the experimental approach. Section 5 reviews the work and 

makes recommendations for further investigation. 

 

II. Literature Review 

In the literature survey, we reviewed some papers and 

mentioned all below. To detect Parkinson's disease, Solana et 

al. [17] recommended categorization of 3D MRI scans is 

created, applied to each gender, and the interpretation that 

follows. This is achievable since we employ the largest dataset 

that is currently accessible, where the amount of observations 

is sufficient for gender-specific dataset segmentation. Finding 

the most pertinent areas of interest for each gender is made 

possible by the usage of different sets for female and male 

subjects. (3) the use of multiple classifiers (Bayesian Network, 

Multi-Layer Perceptron, Naive Bayes, Random Forest, 

Support Vector Machine, k Nearest Neighbors, Logistic) for a 

binary decision. (1) The viability of second-order statistics for 

attribute retrieval. (2) The utilize of attribute chosen methods 

to find the most pertinent features while decreasing 

computational complexity. When the regions under study are 

additionally specified, the binary outcome from a classifier is 

of clinical use since doctors must comprehend the rationale 

for a recommendation by visually inspecting those regions on 

pictures. 

    Balaji et al. [18] presented a gait categorization method 

based on ML that can help the clinician identify the stages of 

PD. Gait pattern, which is important for evaluating human 

mobility, is a key biomarker for determining if a person has 

PD or is in good condition. Therefore, we use the VGRF gait 

dataset and use statistical analysis to determine the minimal 

feature vector. The Shapiro-Wilk test is then used to confirm 

that the data have a normal distribution, and the correlation-

based feature chosen approach is then utilized to recognize the 

salient biomarkers from the temporal and spatial gait pattern 

features. For kinematic and statistical analyses that predict the 

severity of PD, four supervised machine learning algorithms 

Bayes classifier (BC), decision tree (DT), support vector 

machine (SVM), and ensemble classifier (EC) are utilized. 

   Sivaranjini & Sujatha [19] developed a technique to use 

deep learning architecture to categorize the MR pictures of PD 

and HC participants. The public domain database of PPMI is 

where the photographs needed for classification were found. 

The MR images are normalized as part of the pre-processing, 

and the normalized pictures are then subjected to a Gaussian 

filter. For classification, a convolution neural network known 

as the AlexNet model is used. To categorize the HC and PD 

participants, the pre-trained method’s weights are utilized, and 

the final fully connected layer is refined using the right 

hyperparameters. The classification results are confirmed 

once the model has been trained to learn low-level to high-

level features. 

   A DL model was created by Nagasubramanian and 

Sankayya [20] to identify Parkinson's disease. For generating 

a well-known data pattern, the methodologies utilized in this 

work are combined with HMM and absolute speech 

processing algorithms. To improve Parkinson's detection, a 

single heterogeneous dataset was created from numerous 

datasets. The approaches ARDNN, ADCNN, and ADNN are 

suggested for enabling multi-variant acoustic data processing 

activities based on these technological considerations. The 

suggested strategy used an appropriate data sampling 

approach to increase the accuracy rate. More disease-related 

occurrences were discovered due to the sampling. Results 

indicate that, in comparison to other existing works, the 

DMVDA functioned satisfactorily. 
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Speech problems are one of the earlier indicators of PD and 

can be utilized to make a detect. Caliskan et al. [21] suggested 

a Deep Neural Network (DNN) classifier for this purpose 

which includes stacked auto-encoders and softmax classifiers. 

To show the power of the deep neural network classifier, 

several simulations are run over two databases. The proposed 

classifier's findings are contrasted with those of the most 

recent classification methodology. The results of the 

experiment and the statistical analyses demonstrated how 

effective the deep neural network classifier is in diagnosing 

Parkinson's disease. 

III.  Proposed Methodology 

PD is a central nervous system degenerative condition that 

primarily damages the motor activity in the brain cells. 

Parkinson's disease begins with very modest and perhaps 

undetectable primary causes, but as the disease advances, the 

symptoms worsen. PD symptoms differ from person to person. 

In this paper, we proposed a technique to classify Parkinson’s 

disease by MRI brain images. It has 4 steps to follow. Initially, 

normalize the input data using the min-max normalization 

method and then remove noise from input pictures utilizing a 

median filter. Then utilizing the Binary Dragonfly Algorithm 

to select the features. Furthermore, to segment the diseased 

part from MRI brain images using the technique Dense-UNet. 

Then, classify the disease as if it’s Parkinson’s disease or 

health control using the DRCNN technique along with 

Enhanced Whale Optimization Algorithm to get better 

classification accuracy. 

 

Figure 1. Structure of proposed methodology 

The framework of the proposed techniques of PD 

classification is shown in Figure 1.  

A. Image Preprocessing 

Initially, in the preprocessing stage, we normalize the data and 

then remove noises from input images to better prediction of 

PD. To standardize the original data and speed up model 

convergence and increase model correctness, the Min-Max 

normalization method is chosen and is represented as 

𝑥 =
𝑥−min⁡(𝑥)

max(𝑥)−min⁡(𝑥)
   (1) 

The method of normalization involves aligning and 

encapsulating MRI data to a thorough anatomic template. 

Because every person's brain differs in size and shape, 

normalization is necessary to make it easier to compare one 

brain MRI to another and translate the results into a standard 

shape and size. Normalization often involves mapping 

discrete subject-space data to a reference space with a 

template and a source image. The median filter, which 

employs a weighted average sum of the surrounding pixels, 

removes this noise. This filter does a great job of preserving 

the edges of an image. After data normalization, pictures are 

subjected to a median filter to remove noise. 

B. Feature Selection 

After preprocessing the input images, we need to select the 

features of brain MRI data. So here we use the Binary 

Dragonfly Algorithm (BDA) to feature selection. The 

Dragonfly Algorithm (DA), first described by [22] in 2016, 

has a discrete variant known as the Binary Dragonfly 

Algorithm. This algorithm imitates the natural swarming 
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behaviors of dragonflies. The interaction of dragonflies in 

avoiding the opponent (the worst solution) and locating the 

food source serves as a model for the exploitative and 

exploratory mechanisms of DA (the best solution). The 

position update mechanism in DA uses five primary behaviors: 

alignment, separation, attraction, cohesion, and distraction. 

     These actions are each explained as follows: 

The goal of separation is to avoid a static collision between 

the current individual and a nearby individual. The following 

is how separation is expressed mathematically: 

 

𝑆𝑖 = −∑ 𝑋 − 𝑋𝑗
𝑀
𝑗=1     (2) 

 

Where X is a dragonfly's location in a D-dimensional space 

(the D indicates the number of decision variables), 𝑋𝑗 denotes 

the neighboring individual's location, and M denotes the 

number of neighbors. 

Velocity matching between individuals in a sub-swarm or 

swarm is made possible through alignment. The calculation 

for alignment is as follows: 

 

𝐴𝑖 =
∑ 𝑉𝑗
𝑀
𝑗=1

𝑀
     (3) 

 

Where M is the total amount of nearby individuals and 𝑉𝑗 is 

their collective velocity. 

The term "cohesion" describes the present individual's 

movement toward the middle of the group of nearby neighbors. 

The following definition of cohesion: 

 

𝐶𝑖 =
∑ 𝑋𝑗
𝑀
𝑗=1

𝑀
− 𝑋     (4) 

 

Where M is the total amount of dragonflies in the area, and 𝑋𝑗 

is the dragonfly's position at the point 𝑗𝑡ℎ. 

In natural swarms, people attract toward food sources and 

divert predators' attention in addition to alignment, cohesion, 

and separation. These two principle have also been 

mathematically modeled in the DA algorithm: 

According to attraction, the person should be drawn to 

potential food sources. The attraction is defined 

mathematically as: 

 

𝐹𝑖 = 𝑋𝑓 − 𝑋     (5) 

 

Where 𝑋𝑓 denotes where a food source is located. 

Distraction means that the person should be kept away from a 

predator by something external. The following is how the 

distraction is determined: 

 

𝐸𝑖 = 𝑋𝑒 + 𝑋     (6) 

 

Where 𝑋𝑒 denotes the enemy's location. 

These five actions regulate how dragonflies migrate across 

DA. Each dragonfly's position is updated using the step vector 

generated as follows: 

∆𝑋𝑖(𝑡 + 1) = (𝑠𝑆𝑖 + 𝛼𝐴𝑖 + 𝑐𝐶𝑖 + 𝑓𝐹𝑖 + 𝑒𝐸𝑖) + 𝑤∆𝑋𝑖(𝑡 +
1)   (7) 

Where s is the weight of separation, denotes alignment, c 

denotes cohesion weight, f denotes food weight, w denotes 

inertia weight, e denotes predator weight, and t denotes the 

current iteration. 

    The following equation is used to update the dragonfly 

positions in the original Digital Atlas: 

 

𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + ∆𝑋𝑖(𝑡 + 1)   (8) 

 

These movements and navigations enable this algorithm to 

address ongoing issues. In contrast to DA, BDA updates its 

position vectors using the following equations: 

 

𝑋𝑖
𝑑(𝑡 + 1) = {

1 − 𝑋𝑖
𝑑(𝑡)⁡⁡⁡⁡⁡𝑟𝑎𝑛𝑑 < 𝑇𝐹(∆𝑋𝑖

𝑑(𝑡 + 1))

𝑋𝑖
𝑑(𝑡)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑟𝑎𝑛𝑑 < 𝑇𝐹(∆𝑋𝑖

𝑑(𝑡 + 1))
   (9) 

 

 𝑇𝐹(∆𝑋) = |
∆𝑋

√∆𝑋2+1
|   (10) 

 

where 𝑋𝑖
𝑑  is the location of the 𝑖𝑡ℎ  dragonfly in the 𝑑𝑡ℎ 

iteration, rand displays a number produced at random between 

0 and 1, t denotes the current iteration, ∆X is the step vector 

and TF(.) is the transfer function as illustrated in Equation (9). 

   The BDA can frequently supply various global and local 

searches during the optimizations using separation, alignment, 

and cohesion. The other elements that enable the dragonflies 

to take advantage of the best options and avoid the bad ones 

are attraction and distraction. The BDA algorithm is superior 

due to these five swarming tendencies. The BDA approach is 

to select the features correctly. 

 

C. Segmentation 

After feature selection, we utilized the Dense-UNet technique 

to segment the abnormal part in MRI brain images. Resolution 

loss occurs as a result of the four down-samplings that U-Net 

typically does before the concatenate process. Because of the 

consequent resolution loss, extensional techniques are needed 

to increase accuracy. These techniques rely on deep network 

structures rather than shallow ones. For these reasons, we 

adopted the dense concatenated U-Net, termed Dense-UNet. 

The central point behind our proposed Dense-UNet is that it 

may be created by boosting the information flow across the 

model. For CXR images, convolution layers yield 

intermediate feature maps that are very similar to one another. 

To fully exploit the feature maps' capacity and avoid 

redundancies, a connection pattern is used, which greatly 

lowers computing costs. The input of the subsequent layers in 

Dense-UNet is created by concatenating the outputs of several 

intermediary layers.  

    The created feature maps from prior levels are used in all 

subsequent layers in the planned version of the U-Net, which 

uses dense connectivity (Fig. 2). 
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Figure 2. The proposed Dense-UNet model Architecture 

The layers have immediate access to all prior maps during 

feedforward passes. This adds multi-level properties to the 

layer, which allows for the integration of various level maps. 

Additionally, learning is simpler in the backward gradient 

flow because of deep supervision; gradients can spread 

throughout all layers, even primary ones [23]. The loss 

function's profound impact on the model's many layers makes 

convergence easier, and information flow allows for a model 

with lighter construction and much fewer parameters that yet 

perform well. 

    The connections in Fig. 2 extract features and balance the 

size of transferred maps. Between the network's 9 tiers, there 

are  
9×(9−1)

2
= 36  connections between them. To solve the 

issue of uneven sizes within distinct layers, stride 

convolutions, max-pooling, and up-sampling techniques are 

applied. Equation (11) provides the dimensions of the output 

feature maps. 

 

𝑛𝑜𝑢𝑡 = [
𝑛𝑖𝑛+2𝑝−𝑘

𝑠
] + 1  (11) 

Where p displays the padding value around the map, s is the 

stride step, k is the kernel size, and 𝑛𝑜𝑢𝑡⁡and  𝑛𝑖𝑛 are the sizes 

of the output and input tensors, respectively. The architecture 

in Fig. 2 is described in depth as follows: 

• Dark blue lines represent the procedures utilized in 

the Dense-main UNet's body, the max-pooling, and 

the convolution block (down-sampling by 2). Two 

convolution layers are the first two parts of a 

convolution block, which is then followed by a 

rectified linear activation function and batch 

normalization. 

• The up-sampling and convolution blocks in the 

expansion path are represented by orange lines. 

These produce feature maps that are 2n times as large 

as the input map. 

• The 1x1 Conv connection (in black) simply modifies 

the depth of feature maps while extracting features; 

it does not alter the size of the maps. The final 

segmentation mask is created by transferring feature 

maps between the output layer and the matching 

layers. 

• Stride convolution layers, represented by the light 

blue lines, produce smaller-scale feature maps. As 

seen in Fig 2, these connections transfer maps to the 

decoder from the encoder while tunings are used to 

modify the map sizes. 

• The final connection type is represented by the red 

lines, which include an up-sampling process with 

scaling factors of 2, 4, and 8. 

This Dense-UNet technique segment the diseased part in brain 

MRI images to better classification of the disease. 

D. Classification 

In the classification step, we employ the Deep Residual 

Convolution Neural Network technique to classify the disease 

after segmentation. This deep learning technique works 

effectively in MRI images. The nonlinear, dynamic, and 

correlative nature of the variables in complex industrial 

processes makes it important for latent feature representation 

to build a DRCNN (Deep Residual Convolutional Neural 

Network) method [24]. In contrast to shallow architectures, 

deep architectures created using the principle of deep learning 

may reflect complex characteristics and unidentified patterns 

from countless factors. 

   The DRCNN network model, which is designed to classify 

Parkinson’s disease, is displayed in Fig 3. The network model 

is made up of a lot of blocks, a completely linked layer, and a 

pooling layer. A unit is a grouping of four connected blocks. 

Each filter in every unit is a 3x3 filter, which is the most 

effective. The number of filters in units 1, 2, and 3 are 16, 32, 

and 64, respectively, to provide multidimensional feature 

representation as the network becomes deeper. Every 

convolutional layer, except the first convolutional layer in 

units 2 and 3, uses stride equal to 1 and zero padding to ensure 

that output matrices are the same size as input matrices. In 

units 2 and 3, if the input matrices size is more than 4x4, the 

stride equals 2 in the first convolutional layer. To integrate the 

features and provide a little shift invariance, the matrices are 

reduced by half. The 64 matrices are combined by the average 

pool layer into a 64-tuples vector, which serves as the 

network's final feature representation. The 64-tuples vector is 

changed by the fully connected layer into a vector with the 

same number of tuples as faults. This vector is used to 
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calculate the loss function. The backpropagation algorithm 

may determine the gradients of the network using the loss 

function. The momentum update technique is used to update 

the network's properties. 

    Since the DRCNN model is a peer-to-peer deep learning 

network method, it can make predictions based on the input 

data directly. The DRCNN classification model is initially 

developed using a training set. After a significant number of 

iterations, the DRCNN method can comprehend the complex 

meaning of the input data and forecast the presence of failure. 

After entering the data, 

 

Figure 3. Classification using the DRCNN model. 

This Deep Residual Convolutional Neural Network provides 

good classification results and accuracy. But we need to 

improve our proposed methodology performance, so proposed 

an optimization technique to get better classification accuracy. 

E. Optimization Algorithm 

To classify Parkinson’s disease with effective accuracy, here 

we proposed an optimization algorithm’s Enhanced Whale 

Optimization Algorithm (EWOA). The WOA was recently 

added to metaheuristic algorithms by [25]. The WOA is 

modeled after the bubble-net hunting approach used to kill 

humpback whales. They favor hunting small fish or krill 

schools that are near the surface. To make characteristic 

bubbles along a circle or "9"-shaped path, humpback whales 

swim around the prey in a shrinking circle and along a spiral-

shaped path at the same time. There is a 50% chance of 

selecting either the encircling mechanism or the spiral model 

to update the position of whales during optimization to imitate 

this behavior in WOA. Their formulas are created in the 

following way: 

1. Encircling prey that is getting smaller: In WOA, the best 

solution at the moment is presumed to be the target prey, 

and the other search agents attempt to adjust their 

locations in its direction. The following formula 

represents this behavior: 

𝑋⃗(𝑡 + 1) = 𝑋⃗∗(𝑡) − 𝐴. 𝐷⃗⃗⃗     (12) 

𝐷⃗⃗⃗ = |𝐶. 𝑋⃗∗(𝑡) − 𝑋⃗(𝑡)|  (13) 

𝐴 = 2. 𝑎. 𝑟 − 𝑎   (14) 

𝐶 = 2. 𝑟    (15) 

Where an is progressively decreasing from 2 to 0 for 

iterations, 𝑋⃗ is a whale location, 𝑋⃗∗⁡is the historically 

best position, t denotes the current iteration, and r is a 

random number with uniform distribution in the range 

[0, 1]. The absolute value is indicated by the notation "||". 

2. Spiral bubble-net feeding technique: To replicate the 

helix-shaped movement of humpback whales, the 

following spiral equation is employed between the 

position of the whale and its prey: 

3.  

𝑋⃗(𝑡 + 1) = 𝑒𝑏𝑘. cos(2𝜋𝑘). 𝐷⃗⃗⃗′ + 𝑋⃗∗(𝑡)   (16) 

 

𝐷⃗⃗⃗′ = |𝑋⃗∗(𝑡) − 𝑋⃗(𝑡)|  (17) 

 

Where k is a random number evenly distributed in the 

range [-1, 1] and b is a constant used to define the 

logarithmic spiral's shape. 

   When A<-1 or A>1, the search agent is updated by a 

random search agent rather than the best search agent to 

have a global optimizer: 

 

𝑋⃗(𝑡 + 1) = ⁡⁡𝑋⃗𝑟𝑎𝑛𝑑 − 𝐴. 𝐷⃗⃗⃗′  (18) 

 

𝐷⃗⃗⃗" = |𝐶. 𝑋⃗𝑟𝑎𝑛𝑑 − 𝑋⃗(𝑡)|  (19) 

 

Where 𝑋⃗𝑟𝑎𝑛𝑑⁡is chosen at random from the whales in the 

current iteration. 

1) Enhanced Whale Optimization Algorithm (EWOA) 

The WOA is effective in exploring global solutions because 

its basic premise is clear. A new algorithm known as the 

EWOA is presented to increase the search reliability, 

convergence speed, and solution accuracy of WOA. 

Maintaining the original method's simplicity is important 

while optimizing an algorithm. 

    Each iteration extracts a random number between [0, 1] for 

each whale. Equation (16) is picked if it is more than 0.5; else, 

Equation (21) is selected to update the position of the whale. 

In the EWOA exploration phase, one element of every whale 

is altered with a random value in the search space with a 

probability like p rather than Equation (18). 

𝑝 = 0.3(1 − 𝑖𝑡𝑒𝑟/𝑖𝑡𝑒𝑟𝑚𝑎𝑥)   (20) 

Where 𝑖𝑡𝑒𝑟𝑚𝑎𝑥 ⁡ and 𝑖𝑡𝑒𝑟 , respectively, represent the total 

amount of iterations and the current iteration number for the 

optimization process. 

   An integer random number between [1, ng] is retrieved for 

each selected whale to determine which structure variable 

should be randomly altered. Next, the interval [0, 1] is used to 

extract another random amount, q which is then compared to 

the probability threshold p. According to 𝑥𝑗 = 𝑥𝑗𝑚𝑖𝑛 +

𝑟𝑎𝑛𝑑𝑜𝑚. (𝑥𝑗𝑚𝑎𝑥 − 𝑥𝑗𝑚𝑖𝑛), where a random amount evenly 

distributed in the range [0, 1], the chosen variable 𝑥𝑗⁡is altered 

if q<p.  The improved algorithm ought to be able to maintain 

a healthy balance between the tendencies toward 

intensification and diversification. This point and the change 

mentioned before indicate the definition of Equation (12) as 

follows: 

𝑋⃗(𝑡 + 1) = 𝑋⃗∗(𝑡) − 𝐴°𝐷⃗⃗⃗′′′                    (21) 

 

𝐷⃗⃗⃗′ = 𝑟°|𝑋⃗(𝑡)|  (22) 
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𝐴 = 2. 𝑎⃗°𝑟 − 𝑎⃗   (23) 

 

Where 𝑎⃗ is a vector with every aspect equal to a and 𝑟 is a 

random vector with every aspect equally distributed across the 

[0, 1] range. The symbol "°" designates a multiplication of 

elements one by one. The EWOA algorithm gives better 

accuracy for Parkinson’s disease classification performance. 

IV.  Results And Discussion 

The following part categorizes the PD utilizing the dataset's 

analysis and compares the method to "state-of-the-art" 

approaches. In the following subsections, provide the 

assessment results based on experimental information to 

evaluate technique. 

A. Dataset Description 

We employed the Parkinson's Progression Marker Initiative 

(PPMI) dataset's diffusion-weighted and T1 pictures. In this 

dataset, 412 individuals with a recent diagnosis of PD and 179 

individuals in good health serve as controls. The medium age 

of PD patients is 61, while that of healthy people is 59. Over 

93% of the participants are Caucasian, 71% of individuals 

with PD are men, and 57% of people with health conditions 

are men. PPMI dMRI data were collected from 32 different 

international sites utilizing a consistent technique for Siemens 

Tim Trio and Siemens Verio 3 Tesla MRI equipment. 

Utilizing a single b=0 picture and a b-value of 1000 s/mm2, 

64 evenly distributed directions were covered by diffusion-

weighted images. With a 2 mm isotropic resolution, 116x116 

matrix, twofold acceleration, and TR/TE 900/88 ms, a single-

shot echo-planar imaging (EPI) sequence was performed. 

Additionally, a 1 mm3 anatomical T1-weighted MPRAGE 

picture was captured. Two baseline acquisitions and two 

additional were performed on each patient a year later. The 

distribution of patients with right and left onsets is 57% and 

43%, respectively. Visit http://www.ppmi-info.org for further 

details on MRI data collection and processing. 

B. Quantitative Metrics 

The evaluation performance of the proposed technique for 

categorizing the MRI brain images into PD or Health Control 

is to achieve a higher outcome. Here, are provided an input 

brain MRI picture from Parkinson’s Progression Marker 

Initiative (PPMI) dataset. PD is a central nervous model 

degenerative condition that primarily damages motor activity 

in the brain cells. Parkinson's disease begins with very modest 

and perhaps undetectable primary causes, but as the disease 

advances, the symptoms worsen. This paper proposed a 

technique to classify Parkinson’s disease from MRI brain 

images. Initially, normalize the input data using the min-max 

normalization method and then remove noise from input 

pictures utilizing a median filter. Then utilizing the Binary 

Dragonfly Algorithm to select the features. Furthermore, to 

segment the diseased part from MRI brain images using the 

technique Dense-UNet. Then, classify the disease as if it’s 

Parkinson’s disease or health control using the DRCNN 

technique along with Enhanced Whale Optimization 

Algorithm to get better classification accuracy. The outcomes 

of the evaluation performance are shown in Figure 4 below. 

 

Original Picture After Noise Removal Picture Segmented Pictures Categorization of PD 

   

Parkinson’s Disease 

Affected 

   

Parkinson’s Disease 

Affected 

   

Normal Health Control 
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Parkinson’s Disease 

Affected 

   

Normal Health Control 

   

Normal Health Control 

   

Parkinson’s Disease 

Affected 

(a) (b) (c) (d) 

Figure 4. The performance evaluation outcomes: a) Original Picture, b) After Noise Removal Picture, c) Segmented Pictures, 

and d) Categorization of PD. 

C.  Evaluation Metrics 

In regard to metrics for performance, consider the Accuracy, 

Sensitivity, Specificity, and Precision of the proposed method. 

These metrics indicate: 

1) Accuracy 

Accuracy is defined as the proportion of samples that were 

properly identified among all samples. A classifier generally 

performed higher its accuracy. Equation (24) illustrates the 

meaning of accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
   (24) 

2) Sensitivity 

Sensitivity, commonly referred to as recall, evaluates a 

classifier's ability to recognize positive samples by displaying 

the proportion of all projected positive samples. Equation (25) 

defines sensitivity. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (25) 

3) Specificity 

Specificity, which is expressed as the percentage of all 

incorrectly categorized negative samples, evaluates the 

classifier's ability to recognize negative samples. Equation (26) 

illustrates the definition of specificity. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
   (26) 

4) Precision 

The proportion of accurately predicted positive outcomes to 

all predicted positive observations is known as precision. The 

ability to carry out the following actions is precision. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ⁡
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (27) 

D.  Performance Evaluation 

Comparing proposed with the previous methods in 

experimental effectiveness, proposed has the best accuracy in 

classification. Table 1 demonstrates the outcomes for AlexNet 

[19], DMVDA [20], DNN [21], SVM [18], and the proposed 

DRCNN on the Parkinson’s Progression Marker Initiative 

(PPMI) dataset in terms of specificity, accuracy, precision, 

and sensitivity. The proposed approach has greater accuracy 

for classification values than other previous methods, 

according to the results. So, we showed with optimization 
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algorithm and without optimization comparison results 

represented as a graph.  The proposed method performed 

better in our database, according to the outcomes. Table 1 

demonstrates our outcomes based on precision, specificity, 

accuracy, and sensitivity without optimization. Fig 5 

displayed the accuracy analysis of the proposed technique 

without optimization accuracy compared with other previous 

approaches. And also Figure 6 demonstrated the comparison 

of the proposed approach’s categorization outcomes with the 

previous approaches without optimization algorithm graphs 

for specificity, precision, and sensitivity. Our proposed model 

improved the classification accuracy with less computation 

time. 

 

. 

Approach

es 

Accura

cy (%) 

Sensitivi

ty (%) 

Specifici

ty (%) 

Precisio

n (%) 

AlexNet 

[19] 

88.9 90.2 87.84 92.93 

DMVDA 

[20] 

93 93.81 89.10 90.76 

DNN [21] 87.95 86.21 91.83 89.6 

SVM [18] 95.4 92.64 93.12 94.73 

Proposed 

(DRCNN) 

97.22 95.93 94.45 96.98 

Table 1 Using the proposed and compared approaches, 

calculate Precision, Specificity, Accuracy, and Sensitivity 

(%) without optimization 

 

Figure 5. Analysis of Accuracy based on different techniques. 

 

Figure 6. The proposed approach’s categorization outcomes 

compared with existing approaches without optimization 

algorithm (a) Sensitivity, (b) Precision, and (c) Specificity. 

Table 2 demonstrates our outcomes based on specificity, 

accuracy, precision, and sensitivity with an optimization 

algorithm. Fig 7 displayed the accuracy analysis of the 

proposed technique with optimization accuracy compared 

with the previous approaches. And also Figure 8 demonstrates 

the proposed approach’s categorization outcomes compared 

with the previous approaches with optimization algorithm 

graphs for specificity, precision, and sensitivity. Table 2 

demonstrates the outcomes for AlexNet [19], DMVDA [20], 

DNN [21], SVM [18], and the proposed DRCNN with EWOA 

technique on the PPMI dataset in terms of sensitivity, 

accuracy, precision, and specificity. Based on the outcomes, 

we can see that the proposed approach has higher 

categorization accuracy outcome value than other previous 

deep learning methods in terms of recognition rate sensitivity, 

accuracy, specificity, and precision. 

Approaches Accu

racy 

(%) 

Sensitivi

ty (%) 

Specifici

ty (%) 

Precisio

n (%) 

AlexNet [19] 88.9 90.2 87.84 92.93 

DMVDA [20] 93 93.81 89.10 90.76 

DNN [21] 87.95 86.21 91.83 89.6 

SVM [18] 97.4 92.64 96.12 94.73 

Proposed + 

Optimized                                

(DRCNN) 

98.87 96.87 98.13 97.02 

Table 2 utilizing the proposed and compared methods, 

measures Precision, Specificity, Accuracy, and Sensitivity 

(%) optimization. 

 

Figure 7. Comparison of Accuracy based on different 

approaches. 

 

Figure 8. The proposed approach’s categorization outcomes 

compared with existing approaches with optimization 

algorithm (a) Sensitivity, (b) Precision, and (c) Specificity. 
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An obtained higher Precision for the proposed approach is 

97.02%, compared to 92.93% for AlexNet [19], 90.76% for 

DMVDA [20], 89.6% for DNN [21], and 94.73% for SVM 

[18]. Additionally, when compared to the previous approaches, 

the proposed method’s specificity is higher. DNN [21] has the 

lowest accuracy rate, at 87.95 percent. The proposed approach 

categorization outcomes compared with the previous 

approaches with optimization algorithm graphs for specificity, 

precision, and sensitivity is demonstrated in Fig 9. Comparing 

with the previous approaches the proposed DRCNN approach 

obtained higher accuracy with the optimization algorithm. 

From the evaluation performance analysis, the performance of 

the categorization enhanced by utilizing the proposed 

approach, and computation time is decreased for training the 

pictures. 

E. Evaluation of training results 

Train Validation and Accuracy after 100 epochs, we obtained 

an accuracy of 97.54%, which is fairly impressive because 

accuracy curves eventually converge. The training and 

validation accuracy is displayed in Fig 9. 

 

Figure 9. Training Vs Validation accuracy. 

The validation Loss curve briefly fluctuates up and down. It 

proposes that more test results could be advantageous. 

However, because the variance between Test and Train Loss 

is minimal and the curve does not increase across epochs, this 

might be acceptable. The training and validation loss is 

displayed in Fig 10. 

                  
Figure 10. Training Vs Validation loss. 

In Figs 9 and 10, the accuracy and loss during training are 

displayed. Better accuracy and loss estimates are being 

provided by the DRCNN. Our strategy outperforms previous 

approaches in the training and validation stages of the PD 

classification process. 

F. Computation Time 

Another aspect that is discussed is computation time. Deep 

learning techniques try to make computations less difficult. 

Comparing the computation times of our proposed DRCNN 

technique to those of other existing techniques is presented in 

Table 3. With minimal computing effort, it provides improved 

classification accuracy. Fig 11 shows how long it takes to 

compute utilizing the PPMI dataset using the most recent 

methodologies and the proposed model. 

Approaches Computation Time 

(ms) 

AlexNet [19] 0.17 

DMVDA [20] 0.21 

DNN [21] 0.25 

SVM [18] 0.24 

Proposed (DRCNN) 0.15 

Table 3 Utilizing the proposed and previous 

methods with optimization. 

 

Figure 11. The time complexity of the proposed technique 

compared with the previous techniques 

From Fig 11, it can be demonstrated that the proposed method 

exceeded computational time more than other techniques. 
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(a) (b) 

Figure 12. Confusion matrix of PD (a) without optimization, and (b) with optimization 

The most used technique for assessing categorization errors is 

the confusion matrix. The diagram shows that the DRCNN 

model can classify Parkinson’s disease and Normal Health 

Control appropriately, with the PPMI dataset having the 

highest ratio of Parkinson’s images and the lowest ratio of 

normal health control images. This shows that the proper 

categorization of the two statuses has been carried out. The 

obtained confusion matrix for the cross-validation test of 

classification is shown in Fig 12. 

V. Conclusion 

Parkinson's disease begins with very modest and perhaps 

undetectable primary causes, but the disease signs worsen. PD 

symptoms differ from person to person. In this paper, we 

proposed a technique to classify Parkinson’s disease by MRI 

brain images. It has 4 steps to follow. Initially, normalize the 

input data using the min-max normalization method and then 

remove noise from input pictures utilizing a median filter. 

Then utilizing the Binary Dragonfly Algorithm to select the 

features. Furthermore, to segment the diseased part from MRI 

brain images using the technique Dense-UNet. Then, classify 

the disease as if it’s Parkinson’s disease or health control using 

the DRCNN technique along with Enhanced Whale 

Optimization Algorithm to get better classification accuracy. 

For these experimental results, we used Parkinson’s MRI 

image-based Parkinson’s Progression Marker Initiative 

(PPMI) dataset. This experiment gives 98.87% classification 

accuracy using the optimization algorithm. Our goal is to 

improve the deep learning model to several levels in future 

research to diagnose Parkinson's disease much more 

accurately. 
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