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Abstract:  The state-of-the-art in Artificial Intelligence (AI),
the Internet, and the computational power reached by current
technologies, allow much more advanced thinking about Intel-
ligent Tutoring Systems than their original definition. The KE-
PLAIR project envisions an online platform, designed to help
all players involved in educational endeavors, especially learn-
ers, to improve performance and effectiveness of their activities.
Using leading edge AI solutions, KEPLAIR will act as a per-
sonalized assistant, helping its users in the entire educational
experience, from goal elicitation through learning path defini-
tion, selection of materials, performance/attainment testing, an-
alytics and report building. This paper introduces the architec-
ture and functionalities of KEPLAIR as well as illustrating a
new methodology for Learning Object (LO) suggestion based
on personal profile information.
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1. Introduction

In a world evolving at an incredibly fast pace, there is an
ever-growing need for continuous training and education. In
traditional education, most teachers cannot give each single
student in the class the time and attention needed to over-
come his/her individual difficulties or to leverage his particu-
lar interests. E-learning takes this problem to the extreme:
expanding the audience from the dozens to the thousands
which makes it hopeless to have a single method or mate-
rial fit the needs of all users. On the other hand, adaptive
learning aims at addressing the specific differences between
individual learners. This should make them more comfort-
able in the learning effort and allow them to understand and
master the concepts more efficiently [5,39].

Intelligent Tutoring Systems, or ITSs, resulting from the
application of Aurtificial Intelligence to e-learning environ-

ments, may be the solution. ICT and AI are nowadays ma-
ture enough to allow envisioning an automated system that
may act as a personalized tutor for each student, provid-
ing him/her exactly the support s/he needs to get the best
from the learning experience. Such a system would foster
the learner’s engagement and motivation by being able to:
find topics of personal interest, recognize relevant skills with
respect to his/her goals, retrieve missing blocks of knowl-
edge, and customize suggested learning journey. It can make
recommendations directly to the independent learner with-
out (or reducing) the direction of teachers and educational
managers. It would report to the learners themselves the re-
sults of experience with learning materials and of performed
activities. It would augment the learner’s capacity while sec-
ondarily supporting teacher efforts to individualize instruc-
tion. Recommending engaging learning experiences is the
primary purpose of the system.! In this function, we include
recommendation of both learning objects/learning materials
and learning paths. Learners should find its recommenda-
tions to be fun, accessible, engaging, and very relevant to
their learning goals thereby fostering engagement and intrin-
sic motivation. When new interests emerge during a learner’s
experience, the system will expand recommendations in that
direction or change pathways accordingly. One of the advan-
tages of the automated system in carrying out such tasks is
that it can take into account many more parameters and data
than a human being while carrying out its tasks. The main
success criterion for such a system would be learner satisfac-
tion and enjoyment — personal rather than institutional [45].

In this paper, we propose a logical architecture for KEPLAIR
(Knowledge-based Environment for Personalized Learning
using an Artificial Intelligence Recommender) [16], an ITS

'We define educational experience as a combination of Learning Objects
chosen according to a learner’s profile presented in an accessible environ-
ment in order to help a learner achieve his/her goals.
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designed to embody such a vision. With KEPLAIR, learners
can live educational experiences tailored to their educational
goals, prior knowledge, personal interests and preferences,
physical and cognitive abilities, and social, financial and ge-
ographic contexts. The system will pervasively use symbolic
Al to carry out its tasks. Distinguishing characteristics and
contributions of KEPLAIR are the extensive set of features it
proposes, covering all aspects of the learning process, and its
emphasis on explainable behavior which we also overview in
this paper. To ensure homogeneity and coordination among
all of its subsystems and components, a crucial role is played
in our proposal by an ontology. It will act as a schema for the
data that informs all the internal representations and behav-
ior, so as to smoothly connect and orchestrate all the various
functions and ensure both internal and external interoperabil-
ity. We will describe this ontology as well. Finally, we will
provide a glimpse at the first functions under development:
the recommendations of unseen learning objects and paths to
the learner, describing the current status of implementation
of these functions.

The rest of this paper is organized as follows. After pre-
senting an example of interaction with KEPLAIR in the next
section, we will provide the details of its architecture in Sec-
tion III and will zoom into its knowledge base component in
Section IV. Then, in Section V we will describe the initial
recommendation strategy that is at the core of the system.
Finally, we will discuss related works before concluding the

paper.

II. User Experience & System’s Functionality

Upon registration of a user, KEPLAIR will collect basic in-
formation about him/her to build an initial profile. In addition
to form-based interfaces, a natural language dialogue-based
interaction will be carried out so that the user may freely de-
cide what information to provide. This data will include per-
sonal preferences for social environments, media, and teach-
ing styles. Initial profiles will be used in any interaction to
personalize the system’s behavior and will be continuously
expanded, refined and updated based on both explicit infor-
mation provided by the users and from implicit information
obtained by tracking their interactions. The profile will track
their background, skills, preferences, biases or limitations,
etc. [33]. Of necessity, KEPLAIR will employ up-to-date
digital safeguards to protect users’ privacy and data security.
E.g., profiles will be associated with internal user identifiers
rather than physical persons. Systems databases will include
personal information. However, KEPLAIR will not reveal its
users’ identities, transcripts of activities, or testing outcomes
unless the user explicitly instructs it to disclose to specific
persons. When group or statistical data is needed, KEPLAIR
will use suitable techniques to anonymize user data. In other
words, all user data is assumed to be the confidential prop-
erty of that user, to be released only at the discretion of that
user.

When starting a new learning experience, the system will ask
the user for his goal, or, if he has no goal in mind, will help
him in defining one or identifying a topic of curiosity to ex-
plore. Again, dialogue-based interaction will be important
for this function. The system’s responses will be dynami-
cally built during the dialogue based on the available knowl-

edge and on any previous evolution of the dialogue, not stat-
ically determined. Given a goal, KEPLAIR will devise tai-
lored subgoals to create learning paths. If the goal has to
do with some formal learning, a personal path will be built
that takes into account the institutional requirements as con-
straints. In any case, constraints coming from the user profile
and from specific preferences or indications for the current
goal will be fulfilled by the path.

After determining a path, KEPLAIR will retrieve, filter and
recommend suitable Learning Objects for the various steps
so as to recommend learning activities that are both engag-
ing and productive. Recommendations will be filtered for
compatibility with each learner’s specific physical and digital
contexts as well as their personal preferences and cognitive
strengths and weaknesses.

During goal definition and LO selection, KEPLAIR might
also propose random items, or items that challenge the user’s
preferences, offering learners opportunities to expand their
understanding and interests rather than creating an educa-
tional echo chamber [24,31]. The reaction of users to these
proposals will be recorded in their profiles and used by the
Al system to fine-tune and improve their profiles.

KEPLAIR will recommend LOs harvested from many differ-
ent sources including online repositories of open educational
resources, other KEPLAIR users, industry and government
resources, internet search engine results, school and college
teacher submissions, and other informational resources (e.g.
Wikipedia or Open Library). Over time, the various feedback
channels built into KEPLAIR will ‘teach’ it which LOs fit
best with individual profiles, goals, and environments. Feed-
back will come from learners themselves, from trusted teach-
ers and instructional designers, and from a growing base of
anonymised learning analytics data.

‘Learning Objects’ may be digital or physical, delivered via
any medium including other people such as fellow learners,
learning coaches, teachers, mentors, and subject matter ex-
perts. To facilitate interpersonal interaction, KEPLAIR will
provide a Social Network environment devoted to discus-
sions and social exchange, purposely organized and designed
for educational purposes. It will be able to aggregate virtual
and physical communities of users based on shared profiles
and to recommend interpersonal connections for those learn-
ers wishing to participate in face-to-face interactions. This
will facilitate formation of self-organized pods, cohorts, and
study or play groups. Information shared by users on the
Social Network would be used to refine their personal pro-
files and the profiles of the communities in which they are
involved. Rating functions will also permit crowd-sourced
assessment of several aspects of LOs (complexity, correct-
ness, etc.) and allow for microbadges to be earned by users
(based on skills, credibility, etc.).

KEPLAIR will track and test learner progress for two inde-
pendent purposes. The first purpose, formative evaluation,
targets the learner’s readiness to enjoy and benefit from a spe-
cific LO or recommended experience. The focus here is on
prerequisite knowledge and skills, learner’s expressed inter-
est in a topic or subject, and the relationship between the LO
and the expressed goal. Data from formative evaluation of
learner performance is used to improve recommendations so
that the learner is increasingly motivated to engage with LOs.

298



299

This data may also be employed for the second purpose, sum-
mative evaluation. Summative evaluation comprises formal
testing and examination leading to microbadges, certifica-
tions, academic degrees, licenses and the like. These evi-
dences of acquired competencies or achievements are added
to the learner’s profile and, at the learner’s discretion, may
be shared with selected individuals, schools and universi-
ties, and potential employers. No summative evaluations are
required by the KEPLAIR system since it can base recom-
mendations on formative data and self-reported preferences.
However, many learners may choose to use KEPLAIR to
build and enhance their portfolios of achievement as evi-
denced by scores on standardized tests and licensing exami-
nations. In addition, some suppliers of LOs and courses may
use results from formal testing as prerequisites for access to
their materials.

During learners’ use of materials, KEPLAIR may, at the
learner’s discretion, track their explicit (e.g., keystroke, high-
lighting, ...) or implicit (gesture, posture, expressions,
voice, ...) behavior, to infer their emotional status. This in-
formation can increase learners’ understanding of their com-
fort and engagement with the materials, incipient boredom,
anxiety or discouragement. This information will not be
used actively to control or drive the user’s behavior; it con-
tributes statistical data that may illuminate learning prefer-
ences thereby improving suggested pathways and materials.
In the long term, this will improve profiles and understand-
ing of interaction preferences in order to deliver more useful
recommendations. Access to anonymised high-level inferred
characteristics generated from this data can be available to
teachers with permission of learners and used to improve
teaching practices.

At suitable moments during the learning path, KEPLAIR
might propose formative diagnostic tests to check attainment
of partial or overall mastery of prerequisites skills needed to
succeed with current learning goals. In addition to tests avail-
able in its own repository, the system will integrate formal
external testing services to qualify learners for microbadges
or other partial or full certifications.

While KEPLAIR’s primary focus is on the learner, it can also
support teachers and educational managers in individualizing
their instruction by exposing learners’ personal preferences
and unique capacities. Indeed, KEPLAIR can provide ed-
ucators with analytics and reports about groups of students
and, with learner permission, about individuals. By high-
lighting the key (positive or negative) aspects and issues of
performance aggregators, KEPLAIR supports improvement
of programs and instructional materials.

It should be emphasized that the KEPLAIR platform is com-
pletely general and independent of the end-user interface. Its
functionality could be integrated into traditional e-learning
platforms offered by existing educational institutions or into
new, innovative online services. A particularly interesting
direction to improve engagement and interaction is gamifi-
cation of the user interface, e.g. casting KEPLAIR as an in-
game player in a microworld, virtual reality, or augmented
reality context.
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III. Architecture

The logical architecture of KEPLAIR is shown in Figure 1.
Since KEPLAIR is in fact an intelligent agent, some compo-
nents (Seal,, RealL and Leal) are inspired by the architecture
proposed in [13] for agents in Ambient Intelligence applica-
tions.

A. Environment Layer

The top layer in the architecture represents the environment
in which KEPLAIR ‘lives’ and acts. The main cloud rep-
resents the Internet, from where users can connect to KE-
PLAIR and where many LOs reside (shown as the LO sub-
cloud within the Internet cloud). Additional LOs may be
stored on a local, proprietary repository (labeled LO and
shown to the left of the Internet cloud). Note that not all LOs
need to be explicitly recognized as such. KEPLAIR can find
any material on the Internet that may act as a LO for some
purpose, or accept LOs submitted by its users, and include
them in its metadata repository (small squares in the Internet
cloud but outside of the LO sub-cloud). Users interact with
KEPLAIR using the Seal (Sensors, Effectors and Applica-
tions Layer) component, that includes all application inter-
faces and, in case learning takes place in a smart environ-
ment, all sensors and effectors available in the environment.
This section of the architecture is generic, since KEPLAIR
is independent of the specific interface. It may be embedded
under existing e-learning environments, or it may develop its
own application and facilities.

B. Core Layer

The main system is in the middle layer, that coordinates all
processing tasks and processes involved in providing the edu-
cational services by pervasively exploiting an underlying Al
level that provides all the intelligent functions, and serving
the user interfaces. It consists of 3 components, each includ-
ing several specific modules to carry out its function. The
Harvesting Manager is in charge of identifying and collect-
ing the LOs and their associated metadata as well as stan-
dardized learning pathways used by institutions. While the
LOs may reside on the Internet and be linked by the sys-
tem, some of them may be acquired and stored locally in
the LO repository. For both local and remote LOs known to
the system, related metadata describing both their formal ap-
pearance and more conceptual information, concerning their
content and context, are stored internally in the LO Metadata
repository. In addition to those found on the Internet, it may
save additional metadata extracted internally from the Al or
from the users’ feedback. The Metadata repository deter-
mines the view that KEPLAIR has on the LOs: when reason-
ing on them, it can see only what is stored in this repository
(still, it may run specific functions that expand the known
metadata for a LO, if needed).

The Learning Manager and Social Manager components are
in charge of controlling interaction with the users, and of pro-
viding them all the functionality exposed by KEPLAIR. In
particular, they deal with two different kinds of tasks. The
former simulates human interactions via Al, acting as an au-
tomatic tutor, counsellor, and personalised assistant to build
learning paths, recommend LOs, administer tests to check
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Figure. 1: KEPLAIR’s logical architecture

their performance, etc. The latter handles interactions among  is fundamental to ensure that they are interoperable and as-
users and communities of users in the educational context,  sign the same meaning to the same pieces of data.

possibly intervening to provide support. Both of them, dur- KEPLAIR will exploit state-of-the-art solutions coming from
ing their operation, collect interaction data and store them in  different fields of Al to support all of its functions. These
a Log repository, which will in turn provide them back to  include, but are not limited to:

those modules when needed to drive their behavior, and to
the Al layer for it to extract useful information and to build
and maintain the KB.

Recommendation Systems to recommend specific LOs
based on explicit and implicit information extracted by
user profiles.

C. Al Layer Natural Language Processing to manage dialogues with
the users and to extract relevant information from text
(e.g., from the content of LOs, the discussions on the
Social Network, or the dialogues between KEPLAIR’s
chatbot and the users).

All components and repositories in the core system commu-
nicate with the bottom layer, collecting a number of Al tools,
systems and resources needed to support the advanced func-
tions of KEPLAIR. This is where the actual intelligence of

KEPLAIR resides. Pattern Recognition and Image Processing to extract rel-
All the knowledge useful for KEPLAIR’s operation is stored evant information from images, both in the LOs and
in a Knowledge Base, including the users’ profiles (built from the environment.

from both information explicitly provided by the users and

information automatically extracted from the Log reposi- Planning to build suitable learning pathways.
tory). According to the most recent trends in Al, it is con-
ceived as a Knowledge Graph, in order to enable high-level
reasoning functionality in addition to standard data manage-
ment. To obtain both efficient data handling and effective
knowledge manipulation, it is organized as prescribed by
the GraphBRAIN technology [12,17]. In that setting, data
are stored in a graph DBMS, and their schema is stored in
the form of a comprehensive ontology, possibly obtained
by merging and aligning several domain-specific ontologies.
The ontology is a fundamental reference for the entire KE- Knowledge Representation and Reasoning to build and
PLAIR system, coordinating all of its components and mod- maintain the ontology and carry out complex inferences
ules during their interactions and information exchanges. It on the data in the KB.

Social Network Analysis to enrich the users’ profiles, de-
tect trends and communities, establish materials’ and
people’s credibility, or to harvest and rate educational
resources (including other people).

Machine Learning and Data Mining to extract relevant
knowledge from the materials and from user interac-
tions so as to improve future system’s behavior.
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Information Retrieval to identify appropriate materials to
satisfy the users’ information needs.

User Modeling to build and maintain user profiles needed
for personalization.

Sentiment Analysis to understand the state of mind of the
users in performing activities.

Ambient Intelligence to get information from the learning
environment and possibly interact with it using IoT
technology.

Both sub-symbolic and symbolic techniques are exploited by
the Al layer. The former are for tasks that do not require
explanations. Since KEPLAIR should always be able to ex-
plain its high-level decisions and actions to its users, a strong
emphasis is placed on symbolic, glass-box (interpretable and
explainable) techniques, so that KEPLAIR’s decisions and
actions can be justified in human-level terms to its users.
The Al layer consists of the KB and of two sub-layers asso-
ciated to two different kinds of Al tasks (namely, knowledge
exploitation and knowledge creation). These three items are
strongly interconnected, and specifically the two sub-layers
are directly connected to the KB in order to draw knowledge
from it and/or to modify it based on the outcomes of their
reasoning efforts.

The ReaL (for Reasoning Layer) sub-layer is an inference en-
gine that supports and drives the intelligent behavior of KE-
PLAIR. This component is based on original Multistrategy
Reasoning approaches developed by our group [11, 14, 28].
It applies known models to the data coming from KEPLAIR
and to the knowledge stored in the KB in order to infer addi-
tional useful knowledge and make decisions. RealL may in-
clude different systems (the RSi’s) to carry out several kinds
of reasoning (deduction, abduction, abstraction, argumenta-
tion, etc., possibly under fuzziness and uncertainty), to han-
dle different kinds of data, and to implement different kinds
of approaches (e.g., Classification systems to support sys-
tem’s decisions, Process Management systems to check sys-
tem’s and user’s behavior, Social Network Analysis tools to
manipulate networked information, etc.). Some of the infer-
ence strategies provided by RealL will be used by our recom-
mendation technique described in V. One is associative rea-
soning, such as graph traversal, applied to the graph structure
of the KB. Another is ontological reasoning, by applying on-
tological reasoners on a rendering of the schema and of the
graph DB to Semantic Web languages (i.e., RDF and OWL
respectively). This kind of reasoning may also exploit addi-
tional information, external to the KB, taken from ontologies
available in the Web. Another is (Prolog-like) rule-based log-
ical reasoning expoiting clauses defined on the concepts and
relationships specified in the schema.

In an application domain so complex as education, the mod-
els cannot be static, but need to adapt in time so as to improve
their performance and become more and more effective and
tailored to the users. This requires Machine Learning and
Data Mining services (the LSj’s), to discover new knowl-
edge, collected in the LeaL (for Learning Layer) component.
Different kinds of tools and techniques are present and inter-
play, to support the different kinds of models used in RealL
(e.g., Rule Learners for the classification models, Process
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Mining systems for the behavioral models, etc.). Particular
emphasis will be given to incremental approaches, allowing
for progressive refinement and adaptation of the KB.

Not only explanations can be provided to final users. Human
supervisors may also check the system’s behavior at both lev-
els (KEPLAIR and Al), and if needed intervene to modify,
fix or adjust the models used by the Al systems or their out-
comes, in case of wrong or biased decisions. Even more, the
feedback of the supervisors (and of the users, as well) will be
used by modules in this layer to expand and refine the KB.

IV. Ontology and Knowledge Base

As said, all of KEPLAIR’s behavior and functionality is in-
formed by an ontology. In this section we provide an account
of the main elements of the ontology, and of the solutions we
adopted to design and manage the KB using the ontology as
a schema.

A. Ontology Overview

In designing the ontology for KEPLAIR we started from ex-
isting schemas and ontologies used in the Digital Libraries
and education fields, trying to merge them in a coherent com-
pound schema. Specifically, for the educational domain our
starting point was the set of ontologies used in the Inte]lLEO
European project?, including ALOCOM [43] and SCORM?.
We also took into account the Learning Object Metadata
(LOM) standard [1]. For the digital library domain, useful
to describe documents and learning materials, we consid-
ered the Functional Requirements for Bibliographic Records
(FRBR) of the International Federation of Library Associa-
tions and Institutions (IFLA) [23], the Dublin Core Metadata
Initiative (DCMI)*, the METS? and the Open Archives Initia-
tive Object Reuse and Exchange (OAI-ORE) standards® for
the description of compound objects. We further expanded
the resulting ontology by adding classes, attributes and rela-
tionships to account for the content and context information
that is often neglected in the state-of-the-art, especially con-
cerning the specificities of each individual student.

It includes several general classes relevant to the education
domain, among which are User, whose identity may be
anonymized, and which represents the concept of the learner
that uses the system to earn new knowledge; Person, whose
identity is known, possibly associated with a user, which rep-
resents any possible relevant person for users. Place, with
its several subclasses for describing geographic, administra-
tive data or locations, represents the places in which the user
is immersed or places mentioned in some LOs. Environ-
ment describes the different kinds of environments in which
users can be immersed. Activity represents the set of tasks
to be performed to reach any kinds of goals. Other use-
ful classes are Organization (public or private) and Event.
These classes are borrowed from an ontology of general,
widely used concepts, reusable in most domains.

2https://cordis.europa.eu/project/id/231590
Shttps://scorm.com/
“https://www.dublincore.org/
Shttps://www.loc.gov/standards/mets/

Shttps://www.openarchives.org/ore/



An Ontology-driven Archiecture for Intelligent Tutoring Systems

Then, there are the domain-specific classes for education.
Since LOs may take many very different forms, we repre-
sent them through several classes. Most prominent kind of
LO are documents, represented by the Document class and
its several subclasses at different levels (the first one distin-
guishing Printable, Audio and Video documents). Assess-
mentTool represents tools that can be used to check if users
possess given skills (e.g., tests). Other classes are Con-
tainer (to describe classes, courses, etc.) and Accomplish-
mentEvidence collects certifications (microbadges, certifi-
cates, licenses, standardised tests, degrees, diplomas) stating
that a user possesses given skills, Artifact (including Hand-
icrafts, IndutsrialWorks, and Artworks, such as statues and
paintings), Device (including simple tools, such as hammers,
and more complex systems, such as computers), Software
(again, with a taxonomy of sub-classes for the different kinds
of software).

For fine-grained handling of LOs (and especially docu-
ments), KEPLAIR’s ontology also allows for description of
their structure and content. Class DocumentDescription al-
lows for description of documents’ layout (Page, Table, ...)
and logical (Title, Section, ...) structure, their text and its
grammatical structure (Sentence, Subject, Object, ... ). Class
ContentDescription allows for description of several kinds
of document content (including, e.g., Concepts, Subjects,
Languages, Keywords, etc.). Concepts and Subjects can
be organized into taxonomies (expressed using class Tax-
onomy) and can be inter-related (e.g., Subjects can be con-
nected by generalization/specialization relationships, con-
cepts may be connected by equivalence relationships, Words
may be connected to the Concepts they express). Instances
of these classes are connected to the documents they describe
using relationship describes. An attribute degree allows ex-
pression of the strength of a relationship. Also other classes
such as Environment, Person and Place can be used as sub-
jects of this relationship to specify further information, in-
cluding Named Entities (persons, places, etc.) mentioned in
the documents or anyway related to it.

The KB must also store user profiles, including more than
just education-related concepts. Two kinds of profiles are
handled in KEPLAIR. Long-term profiles include more
‘stable’ information: demographic data, educational tran-
script, a résumé of experiences, relevant hobbies, cognitive
strengths and weaknesses and, importantly, personal pref-
erences. Short-term profiles include contingent information
about the context or environment in which the user is im-
mersed (social, physical, geographical and emotional). In
particular, KEPLAIR must be able to describe goals, prefer-
ences and skills of users, since they are the key elements for
all educational purposes. These are very abstract concepts,
hard to capture. A goal may be a certification or a skill, but
the concept of goal is much broader than this, especially out-
side formal learning environments. A skill can be a subject
or a technique, etc. Preferences may concern subjects, envi-
ronments, etc. For this reason, the ontology does not provide
classes ‘Goal’, ‘Preference’ or ‘Skill’. These concepts are
expressed through several classes, such as ContentDescrip-
tion, Environment, Place, etc. As for LOs, the relationships
linking the users to the instances of these classes that describe
them is describes. An attribute type specifies the kind of re-

lationship, with values ‘Goal’, ‘Preference’, ‘Skill’. E.g., a
subject (such as ‘Mathematics’) may be a goal, but also a
word (e.g., ‘astronaut’) might be used for this purpose; in
the latter case, KEPLAIR would use the relationships in the
KB to connect the words to related subjects and skills and,
ultimately, to the appropriate LOs.

KEPLAIR provides many other relationships to connect in-
stances of these classes. Some are needed to organize doc-
uments into layout and logical components (e.g., has links
a Document to its layout and logical components; partOf
structures components into sub-components, etc.) Layout-
Components also have a spatial organization, expressed by
relationships leftOf and above. Authors of Documents and
LOs are connected to them through the developed relation-
ship. Due to lack of space we will not mention all the other
relationships, most of which can be easily guessed by the
readers (e.g., those linking Persons to Organizations, or those
describing the syntactic and semantic structure of text.

Of course, in KEPLAIR there are different roles which must
be represented. When needed, they are specified by property
role of several relationships. E.g., in relationship wasIn be-
tween a User and a Class (to express that a user was involved
in a class) possible values of this property might be ‘Student’
or ‘Teacher’; in relationship developed between a User and
a Course (expressing that a user developed a course) possi-
ble values of this property might be ‘Designer’ or ‘Creator’.
Users may also be monitored and evaluated during their ac-
tivities and for this the relationship evaluated becomes nec-
essary. Any LO can be consulted by any users and this piece
of information will be stored in the interacted With relation-
ship.

B. Knowledge Base

As mentioned in Section III, the knowledge base that enables
all intelligent functions in KEPLAIR is organized as a knowl-
edge graph. More specifically, it is implemented as a graph
database. There are several reasons for choosing the graph
DB technology over traditional relational databases (or other
NoSQL models). Graph DBs provide optimized and efficient
solutions for instance-based data navigation, as opposed to
batch data processing of entire tables using join operations
in relational DBs. Also, graph DBs are a kind of NoSQL
DB for which no data schema is needed. While we still re-
quire schemes (in the form of ontologies) to inform the DB
and drive data handling, this allows us great flexibility in im-
posing different schemes on the same data, depending on the
specific needs at hand. It is especially important since KE-
PLAIR aims at collecting and combining data of many differ-
ent kinds, coming from many different sources. As explained
in [17], graph representation is also perfect to support many
Al tasks, including automated reasoning and social network
analysis, which are the core of KEPLAIR’s innovative fea-
tures.

In particular, in our implementation we adopted the Graph-
BRAIN technology [17], that is based on Neo4j, currently
the most prominent graph DB available [37]. It is based
the Labeled Property Graph (LPG) model. In a nutshell, it
allows associating both labels and properties, expressed as
key-value pairs, to both nodes and arcs in the graph. Whilst
the LPG model is incompatible with the RDF triple-based
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model traditionally used in the ontology community, we pre-
ferred the LPG perspective because KEPLAIR is meant to
be an operational system, and thus flexibility of representa-
tion and efficiency of data handling are prioritary in our ap-
proach. GraphBRAIN uses ontologies as graph DB schemas,
but keeps the ontology/schema separate from the data, so as
to allow applying different ontologies to the same data in
order to reflect different perspectives on them. Ontologies
in GraphBRAIN are described using a specific formalism
(GBS) written in XML according to a specific DTD. Such
a formalism directly reflects the LPG organization, but there
exists a mapping that allows exporting GraphBRAIN KGs
to standard ontological formats (namely, OWL) and vice-
versa [12]. This ensures smooth import and export of both
the ontologies and the data from/to external repositories.

C. Basic Al Functions on the Graph

As said, part of the Al functions embedded in KEPLAIR rely
on network analysis and graph mining solutions. A set of
general tools of this kind is provided by GraphBRAIN [17].
Here we will describe those that are reused by KEPLAIR and
that play a role in the recommendation functionality we will
describe in the next section.

Subgraph Extraction One function allows KEPLAIR to
extract from the KG subgraphs that may be relevant for spe-
cific purposes. This is useful because automated reasoning
techniques usually do not scale to very large KGs. So, being
able to select only the portion of KG that contains relevant
information for one’s purposes is crucial. Starting from a set
of nodes that represent items for which we need information,
KEPLAIR includes several options to extract a portion of the
graph that should include all relevant information about each
of them in isolation and about them as a whole. Two solu-
tions are based on the relevance value associated with nodes
directly or indirectly connected to the starting nodes, and re-
turn the subgraph of all nodes having a relevance value that
exceeds a given threshold according to the following algo-
rithms:

Spreading Activation [42] Each of the starting nodes takes
an initial relevance value; each node that is adjacent to
a node with a relevance value recursively obtains a rel-
evance value that is a fixed portion of that node.

PageRank [35] Using the well-known algorithm designed
to assign a relevance value to interconnected Web pages
based on the number and relevance of the pages having
incoming or outgoing links of the pages.

These subgraphs may include nodes that are reachable from
any of the starting nodes but are not necessarily connected to
any of the other starting nodes. Another solution returns only
nodes that are on the path between at least two of the starting
nodes; it is based on:

Shortest Paths The set of all shortest paths connecting any
pair of nodes in the starting set is returned.

The subgraphs returned by these algorithms can be used sep-
arately or merged together.
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Centrality assessment Knowing the relevance of a node
in a (sub-)graph may be useful to understand its importance
in the context described by the subgraph. Note that this kind
of relevance is different than that considered in the subgraph
extraction algorithm: in the latter, it is relative to a set of
starting nodes; here, it is referred to the subgraph itself, in-
dependently on how it was generated. Many centrality as-
sessment strategies have been proposed in the literature, and
KEPLAIR may exploit several thereof:

o Closeness Centrality [34];

o Betweenness Centrality [44];
o Harmonic Centrality [9];

o Katz Centrality [47];

o Page Rank Centrality [35].

Other functions Finally, among the other available func-
tions we mention:

o Link Prediction [48]: used to discover unknown rela-
tionships between graph nodes. This information can be
considered a form of abduction, and allows us to support
associative and logical reasoning with information that
is missing in the KB.

¢ Clustering [40]: used to partition the nodes in the graph
(or in part of it) into groups (defining subgraphs) based
on a given similarity function. This may allow finding
strictly related groups of items on which further reason-
ing can be carried out.

Note that these techniques may be combined to obtain more
complex behavior and non-trivial insights in the KG content.
E.g., the centrality of nodes may be used to extract a sub-
graph of the whole KG representing the ‘most relevant core’
of information, by selecting the nodes with highest centrality
in the whole KG and applying on them the subgraph extrac-
tion tool.

V. Course and Learning Materials Recommen-
dation

We will now describe a prototype of the first high-level func-
tion we implemented in KEPLAIR, namely the recommen-
dation of courses and learning materials to students. With
reference to KEPLAIR’s architecture, the recommendation
engine is located in Real, and draws from the KB the knowl-
edge necessary to carry out its task.

A. Recommendation Strategy

The recommendation function currently embedded in KE-
PLAIR leverages the information expressed in the form of
descriptors (to which we will refer as tags in the following)
associated to the items (users, courses, materials) in the KB.
The tags may have been obtained by the creator of the course
or material, by feedback from KEPLAIR users, using the
metadata found on the Internet, or by inference carried out
by the system. They may concern the subject matter content
(computer science, mathematics, etc.) and/or any other kind
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of information expressible through descriptors: e.g., the way
in which it is presented (text, video, etc.). The recommen-
dation strategy is based on a mix of different kinds of com-
putation, as proposed in [15]: graph mining and network an-
alytics are exploited to obtain the relevant information from
the KB; reasoning is used to drive the graph navigation and
exploit high-level knowledge that is not explicitly expressed
by the instances, and finally numeric computation is used to
compute relevance scores needed to filter and rank recom-
mendations.

The current prototype provides for two kinds of recommen-
dations: courses and learning materials. Thus, a first step in
our strategy consists in selecting courses or learning mate-
rials that can be candidates for recommendation. For this,
we use associative reasoning (namely, the subgraph extrac-
tion algorithms described in Section IV-C), using as starting
nodes the user and:

« the courses the user has already attended, in the case of
course recommendation;

« the materials belonging to the current course, plus the
materials that the user has already exploited, in the case
of learning material recommendation.

From the extracted subgraph, only nodes corresponding to
courses (resp., learning materials) are extracted as candi-
dates, and the courses (resp., learning materials) already ex-
ploited by the user are removed. Logical reasoning is used
to remove the courses (resp., learning materials) that the user
has already exploited or that are incompatible with his pro-
file.

1) Descriptors selection

Now, for the user node, and for each of the courses (resp.,
learning materials) nodes, the corresponding descriptors
must be extracted. All such items (learning materials,
courses and even users) may be directly linked to descrip-
tors describing them in the KB. E.g., it may be expected that
much information is associated directly to learning materi-
als to describe them in detail. Less information might be
expected for courses (perhaps just the topics they concern),
and even less for users (perhaps just a few topics of inter-
est explicitly mentioned by them). Still, additional relevant
descriptors may be associated to them using associative rea-
soning. E.g., information about courses may be extended by
considering the information of the associated learning mate-
rials, and information about users may be extended by con-
sidering the information attached to the courses and materials
they used. The descriptors can be filtered using logical rea-
soning to remove those that are incompatible with the user
profile, or that are obtained through forbidden paths. Also,
ontological reasoning can be used to remove items from a set
of descriptors including many items from a taxonomy (e.g.,
many topics in a classification system, such as the one in
Figure 2), those that are generalizations of other ones in the
same set (e.g., ‘Medicine’ is removed if ‘Anatomy’ is also
present).

Now, any item is described by a set of tags, independently of
its type (material, course, user). This allows us to compare
any two of them, of the same or different type (e.g., materials

Active ontology x Entities x| Individuals by cl:

Classes | Object properties | Data properties | /

v owl:Thing

> History
v
v Statistic
Mean
Median

> Geometry
Analysis
v Medicine
> Pharmacology
Pathology
Anatomy
v ComputerScience
Network
Algorithm
Al -
GraphDB
NoSQL
RelationalModel
SQL
> Programming
> Security

\4

vy

4vVvVYyYYy

Figure. 2: Fragment of Subjects’ Ontology

to materials, materials to users, etc.). For this, we need a
similarity assessment strategy.

2) Tag Distance

We base our similarity assessment on the distance between
nodes (tags) in the graph, expressed as the number of arcs in
a path connecting them (specifically, we consider the short-
est paths returned by the function described in Section I'V-C).
The distance of a node from itself is obviously 0; it is unde-
fined when there is no path connecting those nodes in the
graph. For instance, considering the topic subgraph in Sec-
tion V-C, the distance between tags ‘database’ and ‘sql’ tags
is 1; that between ‘tissues’ and ‘bacteria’ is 4; finally, the dis-
tance between ‘geometry’ and ‘pharmacology’ is undefined,
sinte there exists no path among them in the graph.

3) Score Function

Now, given two items to be compared, they are described by
two sets of tags. We base the similarity assessment between
sets of tags on a modified version of the Jaccard index, a sim-
ple but widely used [19,22] formula for assessing the simi-
larity between two sets.

In our case, however, the set members are not independent
in general. They may be directly or indirectly related in the
knowledge base. For this reason, instead of set operations,
we leverage the notion of distance introduced above, and
compute the ratio between the sum of the (defined) distances
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between pairs of related tags and the number of pairs having
a defined distance. The resulting value is used as a parameter
in the following function:

for some a > 0. Independently of a, we have that:
r=0= f(z)=1

lim f(z) =0

r—r00

(a only determines the slope of the curve). So far, non-related
pairs (having undefined distance) have not played any role.
To take them into account, we further compute a penalty to
be used to smooth the score:

P=1-—1r"

where r is the ratio of non-related pairs of tags in the two
sets over the total number of tags, while b is a parameter that
affects the weight of the penalty. When all pairs of tags are
related, r = 0 = P = 1, so no penalty will be applied to the
score.

Let us show an example score computation, based again on
the taxonomy of subjects shown in Figure 2. After some ex-
periments, we decided to use parameter values ¢ = 3 and
b = 0.5 (i.e., the square root). Consider the sets of tags A =
[database, sql, mathematics, variance] and B = [sql, pharma-
cology, statistics].

1. Compute reduced tag lists:

o 1A = [sql, variance]

« 1B = [sql, pharmacology, statistics]
2. Compute distances between pairs of tags in r A x rB:

e D=[—-,——,1,—, —,1,0]
3. Compute the distance:

e DI=(1+1+0)/3~0.666
4. Compute the score function:

o Y =1/3%0666=0.4807

5. Compute penalty:

« R=5/8=0.625
« P=1-vVR=1-0.791=0.209
6. Apply penalty:
e S=0.4807 * 0.209 = 0.100
Summing up, the score computed between [database, sql,

variance] and [sql, pharmacology and statistics] using our
sample data in our setting is 0.100.
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B. Implementation

Albeit existing e-learning platforms are inspired by, and de-
veloped for, supporting traditional courses and learning insti-
tutions in their activities, we opted for selecting an existing
platform in which to embed KEPLAIR’s functionality at this
early stage of development. After all, a learning path created
by KEPLAIR may be seen as a course, and the system may
store existing (off-the-shelf or created by itself) courses for
reuse and adaptation. At this stage, we focused on the func-
tions of proposing lists of courses to the users, showing the
list of lessons for each course, and listing learning materials
for such lessons.

1) Platform

Among the existing Open Source e-learning platforms, we
opted for OpenOLAT’, since it is one of the few LMSs writ-
ten in Java language, that provides us a very large set of li-
braries, full programming functionality compared to script-
ing languages, and many possibilities to interact with other
techonlogies, including modules written in different lan-
guages. Our intervention in the inner workings of OpenO-
LAT concerned the alignment of its database to KEPLAIR’s
knowledge base and the embedding of our recommending
engine based on Prolog.

Concerning the interface of OpenOLAT, we modified two
pages: the main page where all courses are listed, and the
specific pages of each lesson, by adding a bar on the top that
shows the list of recommendations. The former shows the
courses that may be of interest to the learner based on his
past activities. The latter shows the Learning Objects related
to the subject of the lesson, recommended without taking into
account the user’s preferences.

This behavior was inspired by recommendations in YouTube,
that appear both in the user’s homepage and in each specific
video page next to the video itself.

2) Knowledge Base

Figure 3 shows a portion of the data model used in OpenO-
LAT that has some overlapping with the ontology used as
a data schema by KEPLAIR. A few sample instances are
also shown. In particular, the entities that are most rele-
vant to our recommendation function are ’Student’ (identi-
fied by a username), ’Course’, characterised by an id and a
name, and ’Learning Object’, characterised by an id, a name
and a list of tags. These three classes are represented in our
ontology in this way: User represents the concept of “Stu-
dent”, “Course” is mapped with our Container class and the
generic “Learning Object” expressed in OpenOLAT can be
mapped as the union of three classes: Document, Assess-
mentTool and Container. As an example referring to Figure
3, ’Marco’ becomes an instance of User, ’Intelligenza Arti-
ficiale’ becomes an instance of Container and ’Slide Con-
cettualizzazione’ an instance of ’Document’. The relevant
relationships express the set of Learning Objects read by a
Student, and the Course to which the Learning Objects are
associated. The portion of the schema relevant to the recom-
mendation functions had to be aligned and synchronized with

7See https://github.com/OpenOLAT/OpenOLAT for code and
documentation.
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Figure. 3: Conceptualization of OpenOLAT components with example instances

KEPLAIR’s ontology, in order to handle the same concepts
and synchronize their instances. Of course, the KG con-
tains more information (especially contextual) about those
instances. Since OpenOLAT does not provide a specific rep-
resentation of tags to describe LOs, we inserted the tags in
the ‘Description’ field, using a ‘# prefix to recognize them
(so, tags cannot contain blank spaces).

3) Recommendation Engine

Our recommendation strategy was implemented in Prolog,
a general-purpose programming language specifically suited
for AT applications that require reasoning rather than algo-
rithmic or numeric computations. Indeed, Symbolic (and es-
pecially First-Order Logic) approaches in Al are particularly
relevant when the system’s behavior has to be explained in
human-level terms, including all the reasoning steps that led
to its conclusions (something that is not allowed by subsym-
bolic methods, based on mathematical/statistical aproaches).
In the education domain, specifically, we believe this is fun-
damental to make the users aware of what happened, and let
them provide feedback and correction if needed.

When a recommendation is needed, the relevant portion of
the KG is selected and exported as a set of Prolog facts, based
on different predicates. Some are omitted (learningObject-
TagList, member, ...) and we report the most relevant ones:

student(X) : X is the username of a registered user

course(X,Y) : Y is the name of the course having id X

learningObject(X,Y) : Y is the name of the LO having id
X

learningObjectTag(X,Y) : LO X is described by tag Y
hasLearningObject(X,Y) : course X includes LO Y
hasRead(X,Y) :user X used LOY

The set of rules that act on these facts to carry out our rec-
ommendation strategy is organized by function into several
groups:

« predicates extracting the relevant tags for an item:
userHasReadTag/2 : returns the tags of an object seen
by the user.
taglist/2 : returns all tags describing an item.

« predicates extracting nodes and paths in the graph based
on the navigation strategies used by our approach;

« predicates computing distances in the graph between
items or lists of items, e.g.:

distance/3 : returns the distance between two nodes, if
it exists, or undefined if they are not connected in
the graph.

distanceTaglistTaglist/3 : returns the list of all pair-
wise distances between the tags in two lists.

« predicates computing single and aggregate scores, e.g.:
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scoreFunction/2 : computes the score function seen by
the user and all unseen objects.

orderedScoreUserObject(X,0,S) : returns all objects
to be recommended to the user, ranked by score.

C. Use Case

To carry out a preliminary test of our recommendation ap-
proaches, we populated KEPLAIR’s KG with sample data.
As to the topics, we considered the domains of computer sci-
ence, mathematics, humanities and medicine. A fragment of
the topic taxonomies rooted in such disciplines and uploaded
in KEPLAIR’s KG is shown in the table 1. This taxonomy
has been represented from the ontology in Figure 2.

We also added information about a few test learners. E.g.,
a portion of the information associated to user ‘davide’, ex-
pressed as Prolog facts used by the recommendation engine,
is shown in Figure 4.

Let us show a use case in this setting, concerning user ‘da-
vide’. Applying the methodology described above to rec-
ommend new lectures to ‘davide’, based on the lectures he
has already attended. Specifically, ‘davide’ attended lec-
tures about: Database, Programming, Al, Programming Lan-
guages, History, Computer Networks, Data Mining.

Using parameter values ¢ = 3 and b = 0.5 for the score com-
putation, here is the set of lectures recommended to ’davide’,
ranked by decreasing score. With reference to the Prolog en-
gine, they were obtained running query:

?— orderedScoreUserObject (' davide’, X,
.

X ="Lecture 3 - Computer Networks’ ;

X ="Lecture 1 - Cybersecurity’ ;

X =Lecture 2 - Cybersecurity’ ;

X ="Lecture 4 - IA’ ;

X ="Lecture 1 - Algorithms and Data Structures’ ;

X ="Lecture 3 - IA” ;

X ="Lecture 3 - Programming Languages’ ;

X ="Lecture 3 - Algorithms and Data Structures’ ;

X ="Lecture 5 - Programming’ ;

X ="Lecture 5 - IA’ ;

X ="Lecture 4 - Programming’ ;

X ="Lecture 4 - Database’ ;

X ="Lecture 3 - Programming’ ;

X ="’Lecture 3 - Database’ ;

X ="Lecture 2 - Programming’ ;

X ="Lecture 2 - Database’ ;

X ="Lecture 2 - Computer Networks’ ;

X ="Lecture 3 - Data Mining’ ;

X ="Lecture 3 - Cybersecurity’ ;

X ="Lecture 3 - History’ ;

X ="Lecture 2 - History’ ;

X ="Lecture 2 - Programming Languages’ ;

X ="Lecture 2 - Algorithms and Data Structures’ ;

X ="Lecture 2 - IA’ ;

X ="Lecture 2 - Data Mining’ ;

X ="Lecture 4 - Statistics’ ;

X ="Lecture 3 - Geometry’ ;

Even if we do not go into the numerical values dictated by
the calculation of similarities, we can guess the reasons be-
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hind why some LOs are suggested before others. The first
is “Lecture 3 - Computer Networks”, which, as we can see,
presents the tags “computer_science”, “computer_networks”
and “algorithm” which are all present among the tags of the
LOs that the user has already visited. The next two LOs, on
the other hand, also contain the tag “cybersecurity”, which
is not present among the tags of the LOs seen. The order,
however, is not indifferent. One of the read LOs has the tags
“computer_science”, “computer_networks” and “protocols”.
The second and third suggested LOs have the same tags ex-
cept for the last one, as “computer_networks” appears in the
second and “protocols” in the third. Since the tags are placed
in order of specificity, more importance is given to “com-
puter_networks” since it appears as the second tag, and there-
fore the second LO takes precedence over the third. Finally,
proceeding rapidly downwards, we find more and more LOs
with fewer (relevant) tags in common with those present in
the LOs visited. The last suggested LO does not contain any
tags present among the tags of the visited LOs, but contains
“statistics” which is related to the LO of the IA lesson.
After running a few experiments and asking the sample users
to rate the recommendations, we may preliminarily conclude
that the set of suggested Learning Objects were generally
considered satisfactory and useful. Since the recommended
lectures are ordered by relevance, the users confirmed that
the very first LOs are more closely related to what they had
already studied, and represent good paths to expand their
knowledge in those directions.

V1. Related Works

Today, open educational resources such as MIT’s Open
Courseware [2] provide free curated content [30] and
location-aware search engines may offer course details in
one’s subject area. However, the realisation of truly person-
alised learning through technology is still to come. Many
branches of Al are sufficiently mature to take significant
steps towards this goal, but have only partially used for sup-
porting educational purposes, as we quickly review in the
following. In this work, much emphasis should be placed on
feedback as a way of learning or fine-tuning the recommen-
dation strategy. As they are also expressed in natural lan-
guage, it may be necessary to extract significant parts from
the text and insert new information into the graph automat-
ically. [27] proposes a method for automatic extraction and
insertion of triples in an RDF triplestore. In our context, we
do not have tweets but feedback and we do not want to insert
triples but enrich the database. Much research investigated
LO recommendation [32], but usually following the same ap-
proach as commercial applications, and thus typically ignor-
ing the learners’ unique features and context, such as their
background, history and preferences [41]. Some works tried
to learn learners profiles specifically (e.g., [29]), and will
be the basis for developing our profile-based recommenda-
tion approaches. Also, recommendations have been unable
to guide the learners along the path necessary to attain their
personally chosen goals as compared to goals specified by a
teacher or school curriculum. Among the many proposals,
only a few use ontologies to describe LOs, user profiles, and
context information together.

Several works considered the use of ontologies in the ed-
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Table 1: Fragment of subjects’ taxonomy
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ucational context, but mostly focusing on LOs only. [21]
uses domain ontologies to annotate LO content, and content
structure ontologies to enable direct access to LOs’ compo-
nents. [43] investigates the interoperation of learning con-
tent defined according to different specifications. More re-
cently, [25] defines the basis for cross-repository semantics
and proposes semantically enhanced characterization of LOs
within a digital repository, so as to increase discoverability
of its resources. Other initiatives, such as [26], rely on ex-
isting metadata schemes, e.g. Learning Object Metadata and
Dublin Core. Some projects tried to expand the focus to other
issues (e.g., the social aspects of education in IntelLEO®).
While taking into account all these efforts, KEPLAIR fur-
ther expands the ontology in several directions, especially
concerning the context and subjective aspects that are ne-
glected by other approaches. In the management of knowl-
edge bases, it is assumed that they will be modified during
use both in instances but sometimes also in schemas. For
this reason, it may be useful to manage the versions of the
knowledge base. [3] proposes a mechanism for managing,
storing and querying different versions of the same knowl-
edge base. Among less explored directions, social network-
ing specifically oriented to educational purposes has been
proposed in [4]. Concerning interaction between learners
and the system, conversational agents have been proposed
to answers questions asked by the learners to improve their
learning path [38], and to provide suggestions on educational
material [18]. Switching from the virtual to the physical con-
text, [10] describes a multiagent context-aware system using

8http://www.intelleo.eu/ontologies/activities/spec/

World_War_II

IoT technology to allow understanding and interaction in a
smart environment.

Logic Programming integrates easily with databases: Dat-
alog [7] represents the meeting point between relational
database manipulation languages and logic programming
languages. Over the years, database technologies have in-
creased, but the need to transfer data in the form of Knowl-
edge Bases is ever greater. There are a number of works,
such as [6], that have tried to translate graphs into a formal-
ism based on first-order logic, in order to obtain inference of
a different nature.

[20] proposed a task similar to ours, using LP for e-learning.
However, as similar as the methodology is, their aim was
to suggest LOs to users who could confirm or dismiss the
recommender system proposal. In our case, we want to pro-
pose a broader system that takes into account many more fac-
tors and allows for the creation of fully personalised learning
paths.

On the other hand, the potential of (First-Order Logic) rea-
soning in building recommender systems has been explored
in application fields different than education. E.g., [8] uses
a framework for argumentation (one of the possible types of
reasoning) for the resolution of queries on search engines.

Concerning emotion recognition, whilst much research ex-
ists on standard emotions, such as joy, fear, etc., investiga-
tion on emotional statuses more relevant to education, such
as engagement, stress, boredom, etc., is still an open issue.
Although in a completely different domain, [46] proposes a
method to unify ontologies and SWRL rules for risk man-
agement in the field of Project Management. Unlike our ap-
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student (' davide’) .
course(cl, ’"Database’).
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— Programming Languages’) .

course (c2, ’'Programming’) .

course (c3, ’'Artificial Intelligence’).

course (c4, ’'Programming Languages’) .

course (c5, ’'History’).

course (c6, ’'Computer networks’).

course (c7, ’'Data Mining’).

learningObject (lol, ’'Lecture 1 - Database’).
learningObject (lo2, ’Lecture 1 - Programming’).
learningObject (1lo3, ’Lecture 1 - IA’).
learningObject (lo4, ’Lecture 1
learningObject (lo5, ’Lecture 1 - History’).
learningObject (lo6, ’'Lecture 1 - Computer Networks’).

learningObject (1lo7, ’Lecture 1 -

Data Mining’).

learningObjectTaglList (lol, [computer_science, database, sqgll).
learningObjectTaglList (lo2, [computer_science, programming, algorithm]).
learningObjectTaglList (103, [computer_science, ai, statistics]).
learningObjectTaglList (lo4, [computer_science, algorithm, complexity]).
learningObjectTaglList (105, [history, roman_history, julius_caesar]).
learningObjectTaglist (lo6, [computer_science, computer_networks, protocols]).
learningObjectTaglList (lo7, [computer_science, machine_learning, databasel]).
hasLearningObject (cl, 1lol)

hasLearningObject (c2, lo2)

hasLearningObject (c3, lo3).

hasLearningObject (c4, 1lo4).

hasLearningObject (c5, 1lob5)

hasLearningObject (c6, lo6)

hasLearningObject (c7, 1lo7)

hasRead ('’ davide’,
hasRead (' davide’,
hasRead (’davide’,
hasRead (' davide’,
hasRead (' davide’,
hasRead (’davide’,
hasRead (' davide’,

lol).
lo2) .
lo3).
lo4).
1o5).
1o6) .

(
(
(
(
(
( lo7).

Figure. 4: Fragment of facts used by KEPLAIR’s recommendation engine

proach, it does not start from the perspective of databases and
is therefore useful in a context where it is possible to express
as many rules as one considers necessary.

VII. Conclusions

In closing, KEPLAIR is a learning-centric ITS designed to
act as a personalised tutor that helps learners find the tools,
resources, experiences, and connections they need to learn
exactly what they have chosen to learn. It pervasively uses
symbolic Al to carry out its tasks. In this paper, we pro-
posed and illustrated the logical architecture and functions
of the system, with a specific focus on its Al engine and
on the ontology that acts as a data schema that coordinates
and drives all of the system’s functions, activities and mod-
ules. We also described the first component actually im-
plemented in KEPLAIR: a recommender module for learn-
ing objects (courses and materials). It leverages First-Order
Logic reasoning, based on graph-based algorithms and nu-
meric similarity computation, to deliver contents tailored to
the learners’ educational goals, prior knowledge, personal in-
terests and preferences, physical and cognitive abilities, and
social, financial and geographic contexts. Albeit in its first
prototype implementation, the recommender provided rel-

evant and valuable suggestions to sample users in an ini-
tial controlled experiment. The overall implementation of
KEPLAIR is underway, and will require collaboration from
many different people and groups, contributing with differ-
ent skills and perspectives. Concerning the recommendation
functionality described in this paper, further experiments are
being carried out, to obtain a quantitative evaluation. Also,
the current recommendations do not include any serendip-
itous component, which we consider to be fundamental in
learning, to avoid the user getting stuck in a ‘filter bub-
ble’ [36]. We are currently working in this direction, so that
future recommendations may also include LOs which are not
linked to the extracted features of a user.
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