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Abstract:

The circulation of fake news among people is not something
new, as it has been present ages ago. In a connected world, due
to the rapid development in the means of communication, fake
news has become a very dangerous factor in daily life due to its
massive impact. Furthermore, the size and speed of data shared
through mediums makes it is difficult to differentiate fake and
legitimate information. Social media allows sharing of data with
low cost and easy access. This causes a harmful impact on indi-
viduals and society. Fake news classification and related topics
has become an attractive topic for researchers in many disci-
plines such as journalism, natural language processing and na-
tional security . This paper reviews the various methods and
techniques used in solving fake news problem and investigates
weaknesses in the methods and techniques used in literature re-
view.

The challenge is to find the most useful technology for detecting
and mapping fake news. We concluded that many techniques
- systems were designed and implemented to automate the pro-
cess of detecting fake and misleading news, and also identified
that deep learning techniques have a great ability to categorize
and identify hidden correlation between multiple features in
several fake news benchmark datasets in a way that overcomes
human capabilities.

Keywords: Fake news detection, Machine learning, Deep learning,
news verification, fact-checking, misinformation, information cred-
ibility

1. Introduction

The Fourth Industrial Revolution, 4IR is the result of in-
creased interconnectedness and intelligent automation that
has extended to cause rapid changes in all aspects of tech-
nological, industrial, and societal processes [Xu et al., 2018,
Hasan et al., 2022,Batten et al., 2016]. Nowadays, social net-
working sites, including social platforms have become the
main source of news and data sharing among one million
users. There are 3.50 billion social media users worldwide.
Social media [Win, k] goes beyond traditional media like TV
and radio which has transformed traditional media into so-
cial media platforms [Shu et al., 2017]. Using social media,
anything can reach millions of people around the world in a

matter of hours. Traditional media, such as TV ads, news-
papers, cold calling, and banner ads follow laws and regu-
lations. All articles and news are checked for accuracy and
integrity. On the contrary, social media is open to everyone
and has no limits. This makes social media an opportunity
for many people and agencies to unintentionally or even ma-
liciously spread [Alazab et al., 2011b, Alazab et al., 2020a]
and broadcast their rumors and fake news to the public [Con-
roy et al., 2015].

Dissemination of incorrect information among the people
is not a new concept as it has been since ancient times
and certainly before the creation of the Internet [Dawson,
2015, Alazab et al., 2011a]. Fake news is used to spread mis-
leading and false information for self-interest. The spread of
news has come a long way since it started as the news of the
old day was spread through word of mouth from one person
to another. At that time the spread of news was in the same
area. After the revolution of communication and paper pub-
lications, the distribution of news is through news agencies
that use radio, television and newspapers to broadcast news
across the country and region. These agencies are used to
monitor content and filter out any misleading, offensive or
fake news [Alazab et al., 2021, Alazab et al., 2020a, Alazab,
2020].

After the uprising of the Internet and 4IR, the distribution and
spread of news is easier than ever. Social media connected
globally people and encouraged them to start spreading the
news because it was so easy and free and could spread to bil-
lions of people all over the world. The fake news can have
a terrible impact on people’s personal lives, societies, poli-
tics. . . etc.

Online social platforms are beneficial to users because they
can easily access news at little cost. But the problem, is that
they are exploited by cyber criminals to spread fake news and
promote it via these platforms. This news can be harmful to
a particular person, group or political party [Alazab et al.,
2012, Alazab, 2014, Alazab and Batten, 2015]. The danger is
that this news is read, circulated and believed without valida-
tion. Detecting fake news is a big challenge because it is not
an easy task. People’s opinions and decisions are affected by
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fake news such as in the United States Elections 2016 [Tan-
doc Jr, 2019].

Exposing fake news recently has become listed as a national
priority and a major concern of many governments and re-
searchers [Al-Ahmad et al., 2021]. The wide spread of ru-
mors, fake news and fake companies can have many danger-
ous effects on individuals and societies, such as racist ideas,
fear, bullying, violence against innocent people and demo-
cratic influences. In addition to the many false stories asso-
ciated with patients, their treatment and with many diseases
such as cancer or diabetes, the adoption and belief of these
false stories may lead to medical decisions and actions that
harm the patient. Therefore, governments should take seri-
ous procedures and actions against anyone who misuses so-
cial media or at least alert people about fake or misleading
news.

To manually check the accuracy and integrity of every article
or every news published on social media, it will cost huge
efforts for individuals and will cost a lot of money. Hence,
there should be more focus on automated applications and
techniques to detect and classify social media news as fake
or real. With the number of fake news popping up every
day, there is a need to have a model that can handle their
classification with accuracy and perform well, at cheap cost
and simple resources.

In the literature there have been many interests in developing
new methods for detecting news and distinguishing fake from
real. There is a clear trend towards applying machine learn-
ing algorithms that use supervised learning to identify and
distinguish between fake and authentic news. In addition, a
high percentage of fake news classification research has con-
centrated on the English language, with little attention being
paid to other languages, such as Arabic. Arabic languages
is considered a difficult language due to its structure and the
presence of many local dialects rather than a single official
language.

A summary of the main contributions provided in this survey
is listed below.

« A classification for automatic fake news detection and
mapping techniques is based on combining machine
learning methods and news written language.

« Identifying the most useful techniques for detecting and
classifying fake news taking into account the perfor-
mance and accuracy measures.

o Emphasis and focus on how machine learning solutions
are formulated to find accurate models for fake news
classification and detection.

« The discussion of the advantages and disadvantages of
each technology.

« The available datasets are classified and summarized.

e More specifically, the survey provides an overview of
the recent studies that focused on fake news classifica-
tion and detection and a comparison based on the used
datasets, model building, and performance.

The sections of this survey are: Section II presents the gen-
eral model of text detection. The public fake news datasets is
presented in Section III. Section IV shows the preprocessing
methods, Section V shows a taxonomy of features extrac-
tion methods. A taxonomy of fake news detection methods
is presented in Section VI, an intense discussion and analysis

of the selected studies is shown in Section VII, while Section
VIII provides an overall conclusion of the survey work.

II. Text Detection General Model

Figure 1 shows the general model of text detection. The first
step is the dataset collection. The second step is the prepro-
cessing stage. Features extraction is performed in the third
step. After that, in step four, the model is trained using a
specific learning algorithm. The last step is the classification
of the content based on the generated model. The content
is classified either as fake or true using a binary classifica-
tion. These sequential steps represent the general model for
text detection where we will discuss each step in detail the
upcoming sections.

Dataset collection Preprocessing Features extraction
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Figure. 1: Text detection general model

III. Public fake news datasets

The main difficulty that researchers confront when building
a model for detecting and classifying of fake news in re-
search is the quality and availability of the collected datasets.
This work categorizes some of the related public fake news
datasets into two categories based on the language to English
datasets and Arabic datasets.

A. English Fake news datasets

The first public fake news dataset was released by Vlachos
and Riedel [Vlachos and Riedel, 2014], they gathered data
from two sources, the first one is POLITIFACT [Win, 1] con-
sidered as Facebook and TikTok partner to help slow the
spread of misinformation over the internet by flag all the
posts that may have fake information or misleading. The
second one is CHANNEL4.COM [Win, f] that has a fact-
checking feature to seek the truth behind claims made by
those in public office. This dataset contains 221 short claims;
each one consists of three parts: the date it was made, the
speaker, and a rating from five point score. [Oshikawa et al.,
2018].

Another known dataset is the Emergent dataset [Ferreira and
Vlachos, 2016] that was collected by journalists and contains
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300 rumored statements with and additional 2,595 related
news articles that were gathered from many online resources,
such as rumor websites like Snopes.com [Win, e] and Twitter
accounts like @Hoaxalizer. The throwback of this dataset is
that it can improve the fact checking only when some articles
related to the claim are given.

The main throwback of the datasets above is that both of
them contain a small number of data so that they are imprac-
tical to be used for machine learning. One of the recent fake
news detection datasets is LIAR [Wang, 2017] which was
collected by Wang, he gathered around 12.8K short state-
ments that were labeled manually with six-grade truthfulness
from POLITIFACTS. Some datasets were generated from
Wikipedia such as Fever dataset [Thorne and Vlachos, 2018]
which contains 185,445 statements.

Many datasets that are associated with fake news and reviews
detection can be found such as FakeNewsNet [Shu et al.,
2017] and BS DETECTOR [Win, h]. The FakeNewsNet
dataset includes data gathered from two fact-checking plat-
forms, such as: BuzzFeed and PolitiFact, each article con-
tains a section for the headlines and a section for the body
texts of fake news articles. BS DETECTOR dataset uses the
BS Detector browser extension to collect any URL on HTML
web page that links to a questionable reference and checks
news veracity.

FA-KES dataset [Salem et al., 2019] is a dataset that includes
fake news about the war in Syria. The dataset contains 804
news articles labeled as true or fake from many media outlets
that represent the pro-government press, mobilization press,
and diverse print media. In their work, they avoid the diffi-
cult task of manually labeling by labelling the news articles
in the dataset as fake or not using the semi-supervised fact-
checking approach.

Deceptive Opinion Spam Corpus (DOSC) dataset [Ott et al.,
2011] is a large-scale spam dataset that holds misleading
opinions. The DOSC utilizes the TripAdvisor site [Win, m]
that uses a proprietary ranking system to assess hotel pop-
ularity to collect the truthful opinion. They chose the 20
highest ranking hotels irrespective of the TripAdvisor rank-
ing. In addition to 400 false reviews that were generated
by human-intelligence tasks (HITs) by Amazon Mechanical
Turk (AMT) [Win, b]. For the same chosen hotels they gath-
ered 20 truthful and 200 false opinions for each of the 200
chosen hotels (800 opinions total).

B. Arabic fake news datasets

COVID-19-FAKES dataset [Elhadad et al., 2020a] includes
data related to COVID-19 that was collected for around 36
days starting from February 04, 2020. The authors gath-
ered information and labeled them as reliable or fake by
checking them against trusted and authorised website such
as the WHO, UNICEF, and UN formal websites. The Au-
thors worked on building a solid database for reliable infor-
mation by using different fact-checking sites. Data was col-
lected in real-time with the use of an API streaming options,
and that have some keywords related to the COVID-19, such
as (Coronavirus, Novel, COVID-19, Corona-virus, Coron-
avirus, Corona, virus, etc). The dataset consists of 3.263M
English and Arabic Tweets that are classified as real or Mis-
leading.
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Arabic Corpora dataset [Al Zaatari et al., 2016] contains two
Arabic corpora for credibility analysis, one of them consist-
ing of 2708 Tweets and one of 175 Blog posts. In their work,
they built machine learning models using an exhaustive list
of features to verify the usefulness of their corpora. Their
annotated corpora are the first of their kind and they will be
a valuable resource for future studies on the credibility of
Arabic content.

ArCOV19-Rumors dataset [Haouari et al., 2020] collected
from 27th January in 2020 and continued for three months
and includes 18 true confirmed claims and 113 confirmed
false claims and over 9K tweets that are directly associated
to the claims. The dataset ArCOV19-Rumors dataset con-
sists of two classes of fake news detection on Twitter: claim-
level verification which is verifies free-text claims and tweet-
level verification which verifies claims that are expressed in
tweets. They collected their claims from Fatabyyano [Win,
g] and Misbar [Win, j] which are two popular Arabic fact-
checking websites that are specialized in the field of verify-
ing news. The ArCOV19-Rumors dataset mentioned earlier
expands from ArCOV-19 [Haouari et al., 2020] which is con-
sidered the first Arabic Twitter dataset that is specialised in
COVID-19 and includes one million Arabic tweets. The au-
thors manually-annotated the tweets in order to to give sup-
port for both tweet-level verification and claim-level tasks.

IV. Preprocessing Methods

This step is essential for removing and reducing the noises
and the unwanted parts from data before extracting any fea-
ture to improve the classification performance. Many pro-
cesses attracted several researchers, for example tokeniza-
tion, normalization, removing of stop words, and light stem-
ming. Fig 2 shows the prepossessing steps.
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Figure. 2: Preprocessing steps

» Tokenization The tokenization method is used for split-
ting the text into smaller components. Each component
is called a token, and each token is expressed by a sin-
gle word based on a white space character. Many natu-
ral language processing tasks need access to each word
in the text to provide many operations, such as: deter-
mining how many words appear in the sentence. How
many sentences appear in the paragraph and counting
the occurrence of a specific word in the defined text.

« Noise Removal Based on the project goal, you may
need to remove unwanted information in the data by
checking all the text tokens. For example: remov-
ing the special characters, removing the numeric digits,



removing HTML formatting, and removing the verti-
cal whitespace. In addition, for Arabic text detection
projects; you can remove all the non-Arabic characters
to reduce the data size.

Stop Words Removal

Stop words are the widely used words in the language
and are meaningless that will make no difference in text
detection and classification. Removing these words can
improve the result by reducing both the response time
and the index’s space. The English language has a lot
of stops words, such as a, an, about, are, is, as, at, for,
from, at, be, by, that, the, too, was, were, and so on.
Also, the Arabic language uses around 700 stop words
in sentences to help connect the sentence structure.
Text Normalization Some text needs processing
through text normalization which aims to unify different
words into a common form by changing the input text
into a consistent output. This step is usually used after
the tokenization pre-processing method, by checking all
characters in each token to detect if they are normalized
or not. Several English text detection researchers used
the normalization process by converting the uppercase
to lowercase or vice versa, on the hand Arabic text de-
tection researchers used it by replacing some letters into
one letter to produce one form of the characters, see ta-
blel.

Table I: Example of normalizing Arabic text

Letters to change  Changed with

Ses s S
‘4;&-"4"(" ‘
5

0¢ 0 0
9 ¢ 5¢3 3

Stemming The act of returning the word to its stan-
dard origin form, the main objective of the stemming is
minimize the overall word classes or types in the data.
For non-Arabic languages, the stemming is concerned
with removing word affixes (prefixes and suffixes) to ex-
press a grammatical syntax, for example, cast the word
“going” to “go” or by returning the word to its origi-
nal root, like: “work™ ,“worker”, and “working” will
be cut/minimized to the original word “work™. In the
Arabic language, stemming is a more difficult process
because several words after the stemming process will
have the same root although they have different mean-
ings. so to solve this problem; the Light Stemming pro-
cess can be used instead of the Stemming process. Light
stemming can be used to crop the prefixes and suffixes
from the Arabic word.

V. Taxonomy of Features Extraction
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using the feature reduction is very important to reduce the
number of features. There are many features extraction tech-
niques. However, this work, summarizes the most methods
used in the literature review, such as N-gram feature extrac-
tion, Term Frequency-Inverted Document Frequency (TF-
IDF) and Negation Handling. Figure 3 shows the classifi-
cation of features extraction methods.

Features
extraction

Negation

TF-IDF handling

Figure. 3: Features extraction methods

o N-gram Feature Extraction The n-gram model is a
common feature analysis and identification method.
This method is used intensively in Natural Language
Processing (NLP) Language modeling domain and is
a popular method for text classification. The N-gram
consists of a stream of N adjacent items where an item
could be a stream of characters or words and this is the
most common; or it can be syllables, or bytes. The
word-based N-grams are divided to three main classes
based on the number of contiguous words: Uni-gram,
Bi-gram, and Tri-gram.

e Term Frequency-Inverted Document Frequency
(TF-IDF) The TF-IDF is a weighted metric mostly used
in NLP and information retrieval. The working princi-
ple of the term frequency technique is utilizing word
counting redundancy in documents. an increase in word
count indicates the importance of that word in a docu-
ment and the importance is reflected to the dataset also.

o Negation Handling The negation handling approach is
usually used after the N-gram model. It depends on the
language negation words. In this step, all words prior to
the extracted N-gram features are examined. This helps
in detecting of the word is a negation word or not to cor-
rect the polarity classification. (no, not, no one, nobody,

The features extraction techniques are an important phase be-
cause selecting the proper features will directly enhance the
detection results. One of the challenging factors of the text .
classification is the high dimensionality of data. Therefore, such as (g ‘Uj ‘o (! 2 (o)

nowhere, etc.) are examples of the English negators.
The Arabic language has a list of 50 negators words,
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VI. Fake news detection approaches.

This section presents a systematic literature review for fake
news detection. Furthermore, it shows the selected way that
is used to filter papers and analyze the research contributions
in the papers, as well as, the results. We selected to Iter
the research based on two phases, the fake news language
which includes the Arabic or English Language, and the de-
tection method for fake news which includes Machine Learn-
ing methods (ML) or Deep Learning methods (DL).

A. Detection Using Machine Learning Methods

ML is an application of Artificial Intelligence (AI) where
ML applies various algorithms on datasets in order to teach
computers to take actions without explicitly being [Win,
i]. The four main learning methods: Supervised, Un-
supervised, Semi-Supervised and Reinforcement Learning
[Chapelle et al., 2009]. In machine learning, detection goes
under supervised learning where the set contains the correct
output labels. Many algorithms have been dedicated to solve
detection problems and are known as classiers, such as Naive
Base [McCallum et al., 1998], Decision Tree [Geurts et al.,
2005], Multi-Layer Perceptron (MLP) [Lippmann, 1989],
and Support Vector Machine (SVM) [Guyon et al., 2002].
There have been many research works about fake detection in
the literature. They give attention to machine learning tech-
niques that uses supervised learning to recognise misleading
and fake news from genuine news..

1) Arabic Fake News Detection Using Machine Learning

As the majority of researchers concentrated on the English
language for their work on fake detection [Faustini and Cov-
oes, 2020]. Other languages did not gave the attention they
deserve. Although there is a large growth in Arabic con-
tent in social media and on the Internet, but there are not
many studies that shed the light on Arabic fake news clas-
sification. Authors in [Saeed et al., 2022] used four differ-
ent methods to detect Arabic spam reviews: Machine Learn-
ing Classifiers, Rule-based Classifier,such as Naive Bayes,
Logistic Regression, Support Vector Machine, and Decision
Tree. Furthermore, Stacking Ensemble and Majority Voting
Ensemble Classifiers.

Authors in [Saeed et al., 2022] used three main modules as a
proposed approach to detect spam reviews written in Arabic.
rst, they used the Pre-processing technique that went through
a five-stage process: normalization, discarding of stop words
, tokenization, discarding of non-Arabic text, and light stem-
ming. This module helped in getting rid of all noisy parts of
data before going into the next module that will extract ap-
propriate features. Then they used a three process Extraction
Module to extract the features directly from the data: first, N-
gram Feature Extraction. second, Negation Handling. And
third, Content-based Feature Extraction.

In their study, the four methods were applied on to two
datasets. The first dataset consists of hotel ratings and re-
views in the city of Chicago (DOSC) [Win, b]. The dataset
contains a total of 1,600 reviews that were translated to En-
glish. The other applied dataset was the “Hotel Arabic Re-
views Dataset” (HARD) [Elnagar et al., 2018] where the
data was collected from around 1800 hotels listed in Book-
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ing.com. The data set holds 94,052 reviews written in Ara-
bic. Unfortunately, the main throwback is that the reviews in
the dataset were not labeled as fake or not. The best accuracy
obtained by this research is 99.98% by using the Stacking
Ensemble method. The main pros of this research are that
they used the Stacking Ensemble that executed the classifiers
sequentially and not in parallel.

Authors in [Wahsheh et al., 2013] developed an Arabic spam
detection system URL. The system classifies the reviews
on Yahoo Maktoob social network by testing several fea-
tures in to either spam or not spam. Then the spam review
is checked against distinct parameters and categorized into
high-probability or low-probability spam. Then the review is
checked with the language polarity dictionaries and depend-
ing on the check it is labeled as spam, not spam, or neutral.
If the URL to be tested is not labeled as spam or the link
has the symbol ‘@’ with consecutive letters or numbers then
the review will be added to the low-level spam class. On the
other hand, if the a URL is not part of the review, then it will
be add to the non-spam class. They used the Support Vector
Machine (SVM) classier and a 97.5% accuracy was obtained.
Authors in [Abu Hammad, 2013] merged different tech-
niques from text mining and data mining into one mining
classification approach (SDAOR) that was implemented by
using RapidMiner; RapidMiner a machine learning tool that
introduces a new approach for detecting the Arabic opinion
reviews, their work is based on the Latin-based spam detec-
tion techniques but they put into account the special charac-
teristics of the Arabic language, they collected the data from
three sites, including TripAdvisor [Win, m], Booking [Win,
d], and Agoda [Win, a] using a crawler to obtain TBA dataset
where they combined different methods such as meta-data,
review content features, and reviewer features. The authors
evaluated the system by using Support Vector Machine, K-
Nearest Neighbor and Naive Bayes where the later obtained
99.2% accuracy.

Authors in [Sabbeh and BAATWAH, 2018] did their research
on Twitter where they designed a model for classifying Ara-
bic fake news, they used a hybrid set of features to evaluate
news credibility, their work consists of four main modules:
features extraction and Content parsing module, content Ver-
ification module, users’ comments polarity evaluation and
credibility classification module. They collected 800 Ara-
bic news that is manually labeled as a dataset from Twit-
ter where they utilized content-based, user-based, and sen-
timent analysis features in their work. They claimed that
significant increase in performance can be obtained by us-
ing sentiment analysis features. The authors trained and
tested their models on different machine learning techniques,
such as Decision tree, support vector machine (SVM) and
Naive Bayesian(NB), where the highest obtained accuracy
was 89.9% by the Decision Tree classifier. In our point of
view, the drawback of this research is that they used a small
dataset; we think if they augment the data, they will improve
the accuracy.

Authors in [Jardaneh et al., 2019] a model that detects the
Arabic fake news on Twitter. The model used the content-
based, user-based, and sentiment analysis features where 45
features where extracted for each tweet. As [Sabbeh and
BAATWAH, 2018] concluded that using the sentiment analy-
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sis had a positive impact on enhancing the prediction model,
they choose four machine learning classifiers to train and
test their models namely Random Forest, Decision Tree, Ad-
aBoost, and Logistic Regression, they applied thier work on
a dataset that contains 1862 tweets that focused on the Syr-
ian war. The Random Forest classifier scored an accuracy of
76% . The main cons in their work are using a high number
of features to detect the Arabic fake news that decreased the
model performance.

Authors in [Alorini and Rawat, 2019] proposed a system that
classifies the Gulf Dialect Arabic tweets as spam or not spam,
they differentiated between legitimate and illegitimate users
by studying both user and content attributes, they used an
API to collect 2000 tweets that includes: user ID, hash-tags,
URLSs, and ID’s of retweets, then they normalized the tweets
by removing non-Arabic words but kept the hash-tags and all
additional words were discarded such as emphasizing words
which resulted in full Arabic text. The authors extracted sev-
eral features in their work such as shortened URLs, hash-
tags, and presence of profanity words. The system was eval-
uated by using two different classifiers: support vector ma-
chine and Naive Bayes, where a the later classifier scored
max accuracy with a percentage of 86% .

In other studies, researchers used semi-supervised learning
and unsupervised learning models in their systems to reveal
Arabic fake news using expectation-maximization (E-M),
such as [Alzanin and Azmi, 2019], that collected a total of
271,000 tweets using search API and from the anti-rumors
authority, they gained the rumors topics [Win, c]. They
extracted a set of features from the dataset, then they ana-
lyzed these features to measure their significance. They com-
pared between supervised Gaussian Naive Bayes (NB) and
semi-supervised learning; they concluded that their semi-
supervised learning system outperforms Naive Bayes by ob-
taining a 78.6% accuracy.

Table 2 shows Different machine learning methods for Ara-
bic fake news detection.

2) English Fake News Detection Using Machine Learning

Authors [Mani et al., 2018] proposed an algorithm that com-
bines many learning algorithms for better predictive to de-
tect fake news by using an a technique that merges the three
classifiers: 1-Random Forest, 2-Naive Bayes, and 3-Support
Vector Machine. The authors used the N-gram features ex-
traction to extract the features from the DOSC dataset which
contains 1,600 hotel rating reviews for around 20 hotels in
the Chicago region and obtained a 87.68% accuracy. This
research proved that when applying simple features to their
work such as the ensemble method and the N-gram method
can enhance the performance and accuracy of fake news clas-
sification.

Authors in [Saumya and Singh, 2018] proposed a novel
model for spam detection that used three features, such as
sentiments of review and the related comments, content-
based factor, and rating deviation. The data set they gathered
was from Amazon where just beneath 40k reviews for online
bought products was collected using the scrapper software.
They used the Random Forest classifier and they achieved
an F1 score of 91%. In another work, authors [Anil Kumar
et al., 2018] applied semantic and machine learning algo-

rithms: Decision Trees, Nearest Neighbor, Artificial Neural
Network (Multilayer Perceptron), Naive Bayes, SMO, and
Logistic Regression on five datasets by using the Weka tool.
They applied their model on the collected datasets that in-
cluded spam and non-spam reviews. The authors conclude
that the machine learning approach outperforms the semantic
approach where their model performance was 82.2% when
applying a Neural Network classifier.

Authors in [Hassan and Islam, 2019] introduced semi-
supervised and supervised text mining models for fake re-
views detection, they used the content-based features includ-
ing length of review, word frequency count, and sentiment
polarity. The authors used the Gold Standard dataset devel-
oped by Ottl5, where the dataset included 1,600 rating re-
views for hotels in the Chicago region, USA. They applied
the Support Vector machines(SVM) and Naive Bayes(NB)
classifier with EM algorithm as a classifier. The evaluation
of the model showed that the Naive Bayes classifier obtained
the highest performance with a score of 86.32%. Authors
in [Narayan et al., 2018] applied a supervised learning tech-
nique and built models by using a different set of features,
such as The Linguistic Inquiry and Word Count (LIWC),
parts of speech (POS) Tags, N-Gram Feature, and Sentiment
Score feature to detect English spam review. As [Hassan and
Islam, 2019] summarized above, they used the Gold Stan-
dard dataset developed by Ott [Ott et al., 2012], they em-
ployed Six classification algorithms, such: As naive Bayes,
SVM, k-NN, random forest, and logistic regression. The Au-
thors combined the overall features of LIWC and unigram to
result in an accuracy of 86.25% ;

Ahmed [Ahmed et al., 2018] proposed a new n-gram model
that used to automatically detect fake spam and fake news
contents, they used two different features extraction tech-
niques, namely, term frequency (TF) and term frequency-
inverted document frequency (TF-IDF), and they applied 6
machine learning classification techniques, namely: stochas-
tic gradient descent (SGD), support vector machines (SVM),
linear support vector machines, K-nearest neighbor, logistic
regression (LR) and decision tree (DT), on two datasets, first
one collected by Ott [Ott et al., 2012] that contains 1600 true
and fake English reviews. and the other dataset collected by
the authors contains 12600 fake news article and 12600 truth-
ful articles that collected from real-world resources, for truth
opinion the collected the news article from Reuters.com, and
for fake news, they used the fake news datasets on the Kag-
gle), they used a 5-fold cross-validation, and they split the
dataset in each validation round to 80% for training and 20%
for testing. Their results show that the linear-based classifiers
(Linear SVM, SGD, LR) obtained better results than the non-
linear ones, and when increasing the n-gram to tri-gram and
four grams the accuracy will decrease. The best accuracy
was 92% and obtained by linear SVM.

Elhadad [Elhadad et al., 2020a] proposed a model to distin-
guishes misleading information with relation to COVID-19.
The model gathers data from the World Health Organization,
UNICEEF, and the United Nations. They constructed a voting
ensemble machine learning classifier by using Ten machine
learning algorithms (DT, MNB, BNB, LR, KNN, Perceptron,
NN, LSVM, ERF, XGBoost), with seven feature extraction
techniques (Term Frequency, Unigram, Bigram, Trigram, N-
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Table 2: Comparison Between the Arabic Fake News Detection Using Machine Learning Literature Review

Source Dataset Method Classifier Feature Extraction Accuracy
[Saced  (DOSC) (HARD) using the Stacking Ensemble that execute 1-Rule-based Classifier. 2- Machine Learn- 1-N-gram Feature Extraction 2-  99.98%
et al, the rule-based classifier and machine learn-  ing Classifiers, such as: DT, NB, LR, SVM,  Negation Handling 3- Content-
2022] ing classifiers sequentially K-Means, KNN, Bagging, Boosting, RF and  based Feature Extraction
NN. 3- Majority Voting Ensemble Classifier.
4- Stacking Ensemble Classifier.

collection of Modern Standard Ara-  developed an Arabic spam URL detection ~SVM Term frequency (TF) 97.5%
[Wahsheh bic (MSA), and colloquial Arabic  system that classified the reviews to spam
et al, opinions (reviews) and non-spam based on the number of fea-
2013] tures

TBA dataset that collected fromon-  proposed a new approach for detect the ~ SVM KNN Naive Bayes 1-Review Content 2- Meta-data  99.2%
[AbuHam- line Arabic economic websites: tri-  Arabic opinion reviews by merged methods about each Reviewer 3- Product In-
mad, padvisor.com.eg, booking.com,and  from data mining and text mining into one formation
2013] agoda.ae mining classification approach (SDAOR)
[Sabbeh  Collected 800 Arabic news from  proposed a model for detecting fake Arabic ~ Decision Tree SVM Naive Bayes Hybrid features including client-  89.9%
and Twitter news by using a hybrid set of features to based features (web application
BAAT- evaluate news credibility client and mobile client program
WAH, type) and location-based feature
2018]

[Jar-  Arabic Corpora dataset Proposed a model to that detect the Arabic ~ 1-Random Forest 2-Decision Tree 3-  1-user-based 2-content-based  76%

daneh fake news by using sentiment analysis AdaBoost 4-Logistic Regression 3-sentiment analysis
et al.,
2019]
[Alorini  Collected around 2000 Gulf Dialect  Introduced a model to differentiated between ~ SVM Naive Bayes 1-number of hash-tags 2-number of ~ 86%
and Arabic tweets legitimate and illegitimate users by studding shortened URLs 3-existence of pro-
Rawat, both user and content attributes fanity words
2018]

collected A total of 271,000 tweets  used two different learning models to detect ~ Naive Bayes (NB) semi-supervised learning ~ 1-user-based 2-content-based 78.6%.
[Alzanin using search APT Arabic fake news; semi-supervised learn-

and ing and unsupervised learning using expec-
Azmi, tation—maximization (E-M)
2019]

gram, Characters Level, Word Embeddings), they used the
COVID-FAKES [Elhadad et al., 2020a] dataset that contains
3,047,255 COVID-19 related tweets, they applied some of
the pre-processing techniques on the dataset such as Text
Parsing, Data Cleaning, Part of Speech (PoS) Tagging, Stop
Words Removal, Stemming, etc. They performed a 5-fold
cross-validation to check the validity of the collected data
and they evaluated their model by using twelve performance
metrics (Accuracy, Error Rate, Precision, Sensitivity, F1-
Score, Specificity, Area Under the Curve, Geometric-Mean,
Miss Rate, False Discovery Rate, False Omission Rate, and
FallOut Rate), the best accuracy that obtained by this re-
search is 99.80% when using the Term Frequency feature
extraction with NN classifier.

As illustrated above, Arabic language is considered a com-
plex language due to its vocabularies and numerous linguistic
bases and grammar. Therefore, there are many features that
algorithms can use to improve the performance of the Arabic
fake news classification such as Stemming algorithms that is
used to reduce words to their three-letters roots, Chi Square
(CHI) and Information Gain (IG), contrary to the English lan-
guage that needs simple features extraction techniques. On
the other hand, most of the literature review adopted the n-
gram technique as a feature extraction model rather than Uni-
gram when working with Arabic language for better feature
extraction.

Table 3 shows a comparison between English Fake News De-
tection Using ML.

B. Detection Using Deep Learning

A new branch of machine learning has appeared in late 2012
called Deep Learning (DL) [Alazab et al., 2020b], it is a
class of machine learning methods that extracts features by
using multiple layers of nonlinear processing units. DL rep-
resent data as levels of abstraction then provides these ab-
straction to the computational models that are composed of
several processing layers to simulate the process of learning.
Deep learning has many applications such as: sounds detec-
tion, text detection, image recognition, processing of Natural

language and bioinformatics, which provides high value ser-
vices that are regarded essential to our daily life.

One of the most popular and powerful deep learning models
is convolutional neural network (CNN). CNN is a nonlin-
ear and a complex kind of ANN compared to other meth-
ods because it contains many hidden layers. CNN is widely
used in solving various detection problems. It also has many
advantages such as: hardness to distortion in the image,
fewer memory requirements and easier training [Hijazi et al.,
2015]. In addition, CNN is a flexible computational tool that
can handle large number of datasets. It can implicitly de-
tect complex nonlinear relationships between dependent and
independent variables with a high degree of accuracy.

1) English Fake News Detection Using Deep Learning

Authors in [Barushka and Hajek, 2019] proposed a robust
model that focuses on a content based approach, they built
a vector model by utilizing n-grams and the skip-gram word
embedding method. They used a deep feed-forward neural
network as a second step to identify the spam and not spam
reviews. The authors applied their work on two hotel review
datasets that were taken from Cornell University where one
of the datasets included the positive reviews and the other
contained the negative review, their model obtained 89.75%
accuracy. Authors in [Jain et al., 2019] proposed the Convo-
lutional Neural Network model (CNN-GRU) and the Multi-
Instance Learning model (MIL). They applied their models
on three different benchmark datasets: DOSC [Ott et al.,
2011] that included 1600 reviews divided equally into gen-
uine and fake reviews with positive and negative sentiments.
Four-City [Li et al., 2013] dataset that cleary from its name
is a review for eight hotels in four different cities, where
each hotel has 40 real and 40 fake reviews. YelpZip [Rayana
and Akoglu, 2015] dataset that includes 608598 reviews with
around 80k false reviews and around 53K true reviews. They
evaluated their proposed models by using two additional
datasets: Large Movie Review dataset (LMRD) [Maas et al.,
2011] that consist of 50,000 reviews from IMDB and Drug
Review Dataset (DRD) [Grif3er et al., 2018] that contains
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Table 3: Comparison between the English Fake News Detection Using ML
Source Dataset Method Classifier Feature Extraction Accuracy
[Mani et al.,  DOSC dataset proposed an algorithm that combine many  ensemble technique combining:  the n-gram (unigram and bigram) 87.68%
2018] learning algorithms for better predictive for ~ NB, RF, SVM
detect the fake news by using ensemble tech-
nique
[Saumya  Collected around 39,382  proposed a novel and robust, spam review Random Forest Gradient Boosting  1-sentiments of review 2-content-  91%
and  Singh, online product reviews by  detection system, they address the aforemen- ~ SVM based factor 3-rating deviation
2018] authors tioned limitations by investigated all these
features for only suspicious review list
[Anil Kumar  Authors collected five dif-  using semantic and machine learning algo- ~ Decision Trees K-NN ANN Naive  sentiment analysis 82.2%
etal., 2018] ferent datasets rithms on five different datasets to classify- ~ Bayes, SMO LR
ing the product reviews into spam or non-
spam
[Hassan and ~ DOSC dataset introduced semi-supervised and supervised ~SVM Naive Bayes (NB) classifier  content-based including: 1-word — 86.32%
Islam, 2019] text mining models for fake news detection with EM algorithm frequency count 2-sentiment polar-
ity 3-length of review
[Narayan ~ DOSC dataset applied a supervised learning technique and ~ Naive Bayes SVM k-NN random  1-The Linguistic Inquiry and Word ~ 86.25%
etal., 2018] built models by using different set of features  forest logistic regression Count (LIWC) 2- parts of speech
(POS) Tags 3- N-Gram Feature 4-
Sentiment Score feature
[Ahmed  1-DOSC dataset 2-dataset ~ proposed a new n-gram model that used to  SGD SVM linear SVM K-NN lo-  I-term frequency (TF) 2-term  92%
etal., 2018] collected by authors that  detect automatically the fake spam and the  gistic regression (LR) decision tree  frequency-inverted document
contains 25,200 articles fake news contents (DT) frequency (TF-IDF),
215063 reviews from drugs.com website. Websites
Elhadad [Elhadad et al., 2020b] proposed a model that clas-
sifies data related to COVID-19 that uses several deep learn-
ing methods and depends on the World Health Organiza- 26.5%
tion, UNICEF, and the United Nations a data reference. .
In order to enhance the total performance of their sys-
. . . |
tem, they implemented a features engineering preprocess- |
ing step. They used the COVID-FAKES18 dataset that con- ll 'ul 3 7o,
tains 3,047,255 COVID-19 related tweets, they applied some | 38 8% \ Conferences
of pre-processing techniques on the dataset such as: Text \
: . : urnal articles
Parsing, Data Cleaning, Part of Speech (PoS) Tagging, Stop b b
Words Removal, Stemming, etc. They constructed a vot- . |\
o, | Iy

ing ensemble Deep Learning classifier by using m 6 DL
techniques (Sequential model, CNN, Recurrent Neural Net-
work (RNN-LSTM, and RNN-GRU), Bidirectional Recur-
rent Neural Network (BiRNN-GRU), and Recurrent Convo-
lutional Neural Network (RCNN)), they split the data to 80%
for training and 20% for testing the model, and they used the
sigmoid function as an activation function in the output layer.
They evaluated their model by using 14 performance metrics
(Accuracy, Error Rate, Loss, Precision, Recall, F1-Score,
Area Under the Curve, Geometric-Mean, Specificity, Miss
Rate, Fall-Out Rate, False Discovery Rate, False-Omission
Rate, and the Total Training Time). To the best of our knowl-
edge, there is still no published study to detect the fake Ara-
bic news using deep learning techniques and CNN algorithm
because it’s a new topic and the Arabic language is more
complex than English. This means that Arabic fake news de-
tection is still in its early stage.

Table 4 shows a comparison between different architecture
of deep learning models.

VII. Discussion and Analytical view of the se-
lected studies

This section shows some analytical aspects of the studies pa-
pers and discusses the main outcomes from the conducted
literature review. A summary of the authors and the cate-
gory of the research is provided in Figures 4 and 5. Figure 4
shows the distribution of studies into three categories: Jour-
nal articles, websites and conference papers. The largest ra-
tio which is 38.8% which represents the journal articles. The
second ratio is conference papers which consists 34.7%. The
smallest ratio is websites which consists 26.5%.

Figure. 4: Type of selected studies that described in this
work

Figure 5 shows that the papers published in journals by pub-
lishers like Elsevier, then Springer, IEEE, ACM, MDPI and
Hindawi.

Figures 6 and 7 conclude the extracted the relevant informa-
tion from the research papers’ database. Figure 6 shows the
relation between the country and the number of published
papers. It can be noticed that China has the highest num-
ber of published papers with 144 articles, then India with 93
articles, then USA with 82 articles. Canada published 76 ar-
ticles, then Iran published 44 articles. Korea published 19
articles then Australia published the smallest number of arti-
cles which is about 12 articles.

Additionally, Figure 7 indicates the most frequently occur-
ring keywords for these articles . It is obvious that the promi-
nent keyword are ’Fake news detection’, "'machine learning’,
followed by ’social media’ and 'Deep learning’. On the other
hand, it can be noticed that the least occurrence keywords are
’News verification’, Veracity assessment’, and *Automation’.
In summary, fake news classification and detection model is
based on a set of systematic steps including dataset collec-
tion, applying preprocessing methods, adopting feature ex-
traction techniques, training a model using a learning algo-
rithm. Finally, is the classification of news into truthful news
and fake news using a specific classification technique. In
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Table 4: Comparison Between Different Architecture of Deep Learning Models

Type of Network

Detail of Network

PROS

CONS

Deep Neural Network (DNN)

Allows complex non-linear rela-
tionship because it consist of more
than two layers

Usually achieves high accuracy

The learning process of the model
is too much slow

Convolutional Neural Network (CNN)

consists of convolutional filters

which transform 2D to 3D,

Very good performance, it is good
for two-dimensional array

Needs a lot of labeled data for clas-
sification

Recurrent Neural Network (RNN)

The weights are sharing between all
neurons and steps

Has many versions so it can provide
many NLP tasks, such as: speech
recognition and character recogni-
tion with high accuracy

Needs a big dataset

Deep Boltzmann machine (DBM)

It consists of unidirectional connec-
tions between all hidden layers. It
is based Boltzmann family

The top down feedback in this
model combine with ambiguous
data so it is increasing the robust in-
ference

The optimization of the big data is
not possible

Deep Belief Network (DBN)

It is used with supervised and un-
supervised learning. It has unidi-
rectional connections at the top two
layers. Each hidden layer in the
sub-network is visible to the next
layer

Each layer uses the greedy strategy

The initialization makes the train-
ing process more expensive

Deep Autoencoder (DA)

It is designed for extraction of di-
mensionality of features. It is used
in supervised learning. The number
of inputs in this network is equal to

It doesn’t need a labeled data

It needs pretraining step

number of outputs

14

K

=

Number of publications

D.
i
d-;:«-"h au"h ‘;;s\é .*;#sé \?-é’ 'E{F .@@Q &
A &
Publisher

Figure. 5: Number of published papers vs publisher

this study, the public datasets related to fake news classifica-
tion were separated and grouped the based on the language
to Arabic datasets and English datasets. The details of these
datasets are discussed in Section III.

The preprocessing methods are the second aspect that should
be taken into consideration when trying to expose the fake
news and distinguish them from the true ones. Five primary
steps have to be applied on the dataset including tokeniza-
tion, noise removal, removal of stop words, text normaliza-
tion and stemming. The details of preprocessing methods are
discussed in Section I'V.

Features extraction is an essential step for fake news detec-
tion as it plays a major role in dimensionality reduction of
a dataset and keeping the most informative and relevant fea-
tures that can enhance the overall performance of the classi-
fication process. The details of features extraction methods
are presented in Section V.

The last step is the classification process for the text either it
is fake or real. There are two major approaches applied for

I
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E 32
o 80 e
E
2
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20 4 12
10 8 7 5 6 7 5
China India Canda USA Iran  Australia Korea
Country

Figure. 6: Articles and citations per country vs country ori-
gin of revised papers

handling this job either by implementing machine learning
approaches or deep learning approaches. The machine learn-
ing approaches are applied for both Arabic and English fake
news detection. However, the deep learning approaches are
tailored towards the English fake news detection. Until now,
there is no deep learning approach developed to tackle the
Arabic fake news detection. Section VI discusses the fake
news detection approaches in detail. Table 5 summarizes the
main differences between machine learning and deep learn-
ing approaches.

VIII. Conclusion and future works

The Internet is an invention that encompasses all aspects of
life. The internet is used by billions of people around the
globe. People use the Internet for various reasons where so-
cial media platforms are gaining very high popularity. Any
user can join a platform and create a post or publish news
without verifying user, post or content. Therefore, it is a fer-
tile environment for the dissemination fake news. This fake
news can target individuals, organizations or political parties.



Fake News Detection and Prevention Using Artificial Intelligence Techniques 335

Deep leaming
Machine learning
Supervised learning
Rumor detection

Ext mining

Text classification
Social network

Social media
Misleading information
Natural language processing
Fraud

Automation

MNews verification
Veracity assessment
Deception detection
Fake news detection
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Figure. 7: Keywords vs Keyword Occurrences.

Table 5: Comparison between Machine Learning and Deep Learning

Factor Machine Learning

Deep Leaning

Size of Data Set

Can train on lesser data

Requires large data

Training Time
minutes to hours)

Takes less time to train (needs a couple of

Takes longer time to train (weeks and
months)

Hardware Requirements Trains on CPU

Trains on GPU and Requires large amounts
of processing power

Hyperparameter Tuning Limited tuning capabilities Can be tuned in various different ways
Accuracy Gives less accuracy Provides high accuracy
Methodology Rule-based, data driven process Rule-based, data driven process that utilizes

neural networks

Data Requirement

Uses Labeled data and labeled features

Uses unlabeled or unstructured data

One cannot detect all this fake news. Therefore, there is per-
sistent need to design and implement automated fake news
classification and detection methods.

In this study, first we summarized the definitions and impor-
tance of automatic fake news detection. Then we discussed
and compared the most recent and most used benchmark
datasets, and then we classified them based on the language.
Then we discussed experimental results of different classi-
fication and detection methods. Based on our observation,
the most high-performance model is the convolutional neu-
ral network (CNN) in deep learning. Furthermore, based on
the literature review, using Ensemble models obtained better
accuracy than using one machine learning classifier.

Due to the rapid development of fake and misleading news
research, we included an online repository http://fake-
news.site” along with the survey to provide continuous
timely summaries and new applications for fake news, in-
cluding educational programs, publications, new methods,
datasets, and any other relevant resources.

For future, there are several research directions that can be
performed including developing a dataset for fake news de-
tection that can collect data from multimedia resources such
as audio, video and images. The dataset can also be designed
to be multi-lingual where it can combine different languages
and compare different news in different regions. In addition
it should be adaptive, cross-domain, and large-scale.
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