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Abstract: In the ever-evolving healthcare landscape, the rapid advancement of Artificial Intelligence (AI) 

technology presents significant opportunities for enhancing patient care and streamlining operational workflows. 

This study adopts the action research methodology to explore the transformative impact of AI, specifically leveraging 

data fusion techniques, on remote chronic patient care. Our research yields promising results, achieving 94% 

accuracy in predicting heart rate abnormalities using Neural Networks and 87.6% for Facial Expression classification 

through Convolutional Neural Networks. A critical observation from the state-of-the-art indicates that existing 

studies predominantly focus on remote patient monitoring, leaving a substantial gap in addressing the needs of 

caregivers and medical staff. Our findings demonstrate that AI, integrated into remote home care monitoring systems, 

has the potential to alleviate caregiver workloads by enabling continuous patient monitoring and timely alerts. The 

automation of data extraction and analysis enhances healthcare professionals’ decision-making capabilities, 

ultimately improving patient outcomes while alleviating the burdens of manual data entry. 
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1. Introduction 
Statistics show that in many European nations, the proportion of elderly individuals in the overall 

population is continuously rising, and it is anticipated that this trend will continue in the ensuing decades. 
This will result in a rise in the number of elderly persons who require care [1]. Therefore, the need for 
home care will increase, since many individuals pick home care above every other type of care, and in 
an urban setting, the number of persons able to care for dependent family members decreases when the 
typical large family group is broken up into small family units [2]. 

Home Care Systems (HCS) may offer clear advantages over conventional forms of care, since they 
do not require patients to visit a doctor’s office, clinic, or hospital for care. Norwegian home care services 
have seen a significant increase in demand in recent years, which is partly attributable to the ageing 
population and a trend away from acute hospital treatments toward primary care [3]. The majority of 
Norwegian home care services are free (publicly financed) and the responsibility of the local government. 
After the Coordination Reform was passed in 2009 and implemented in 2012 [4], many duties that were 
traditionally performed by hospitals were assigned to municipalities, who were given more patient 
accountability. 

HCS are Internet of Things (IoT) systems that incorporate, store, and communicate the information 
gathered by a set of wearable devices and sensors [5]. The implementation of these systems is growing 
whereby it allows remote patient monitoring to reduce the load at hospitals. This is fundamental to 
address, since: (1) Hospitals do not have enough beds to accommodate these patients; and according to 
the Coordination Reform in 2011, tasks were shifted from hospitals to home care services [4] (2) There 
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is a decrease in the number of beds in nursing homes (in Norway) [6]. HCSs collect patients’ data, and 
this (big) data, if properly analyzed, creates helpful knowledge, and can support decision-making. More 
frequent and inconspicuous monitoring may be more feasible with remote systems (such as blood sugar 
and cardiac monitoring) than with more traditional types. Early detection of irregularities increases the 
likelihood that their severity will not worsen, and additionally allows more timely feedback to help 
service users better manage their own conditions [7,8]. 

Municipalities cannot set admittance limits for their services because they must guarantee that all 
residents, regardless of age or disease, receive essential health care [9]. The amount of time available for 
patient treatment has decreased as a result of the growth in administrative and paperwork needs within 
home care services throughout this time frame. Both the volume of patient referrals and the complexity 
of these patients’ medical needs have risen because of changing patient demographics and earlier hospital 
releases. As a result, planning service requirements for home care have become extremely difficult [3]. 

The current home care workforce is struggling to handle their daily tasks, which employees frequently 
view as being very unexpected [3]. Staff members at the point of care are expected to do more with the 
same resources, planning techniques, and capability while being given more tasks that are more 
complicated and have a wide range in daily volumes [3]. A wide range of intricate tasks are included in 
the burden of healthcare services [10]. On top of this, there is a staffing deficit for home care services in 
several European nations [11,12]. 

In recent years, there has been a significant increase in research activity in the field of remote patient 
monitoring [13]. To identify basic and complicated behaviors including walking, sitting, running, and 
other activities of everyday life, activity data gathered using a variety of sensors is analyzed [14]. These 
activities are crucial for giving caregivers and medical rehabilitation staff real-time feedback regarding 
patients’ behaviors, especially for older and special needs patients [14]. Other key uses are in fall 
detection and postural recognition [14], where older people are at high risk of falling and where 
understanding what constitutes a true fall might assist in preventing them due to their tendency to have 
poor health consequences. 

Besides the aforementioned, in healthcare settings where the stakes are high, managing worry and 
stress on an understaffed team is essential to ensure the team can continue to perform. Burnout among 
nurses at every level of care is a result of a lack of support and anxiety [15]. Nursing staff can have peace 
of mind knowing their patients are at home safe, thanks to remote patient monitoring [16]. Remote patient 
monitoring acts as an extra sense, taking patients out of the hospital with the same quality [17].  

Our research aims to leverage Data Analysis and Artificial Intelligence, namely Deep Learning, a 
common methodology for healthcare problems [18], to remotely gather patient data at home through 
various devices and machines, including video cameras. Our objective is to develop a decision support 
system by integrating structured data with images, and sound. This approach enables the extraction of 
insights for primary stakeholders, such as patients, doctors, carers, and health authorities, offering 
Decision Support Systems to facilitate informed decision-making and alleviate the workload of home 
care professionals. 

The fusion of data collected remotely, along with structured hospital data, enhances the identification 
of patterns and findings crucial for personalized treatments. Through the development of a dedicated 
platform with the required software programs we are able to process all the heterogeneous data sources. 
Once processed, this data is stored in a Big Data warehouse, establishing an integrated repository for 
comprehensive analysis. Our Home Care platform incorporates information from various sources, 
including images from mobile devices, wearables, sound processing, mining, and home devices (e.g., 
manometers, glucometers, or activity devices via smartwatches). This approach stands in contrast to the 
typical isolated processing and analysis within proprietary applications offered by respective vendors. 

2. Literature Review 

2.1. Search Strategy and Inclusion Criteria 
In order to assess the work that has been done, we have conducted a literature review. This literature 

review allows us not only to understand the current state of the art but also to identify gaps or problems 
on the main topic. 

PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) [7] research 
methodology has been followed. PRISMA methodology is a widely recognized and accepted method for 
conducting systematic reviews of literature in healthcare research. It provides a structured approach to 
identifying, selecting, and analyzing relevant studies, ensuring that all relevant studies captured are 
related to our research question and providing a transparent and reproducible process for conducting 
systematic reviews, which can help ensure the quality and rigor of our research. Overall, using the 
PRISMA methodology, we ensured that a rigorous and comprehensive review of the literature on 
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homecare and remote monitoring systems was conducted. 
The research question “What is the state of the art on the usage of Internet of Things in Homecare 

with Artificial Intelligence” was the base for our literature review. 
This review was performed on two databases,such as Scopus and Web of Science Core Collection 

(WoSCC). The filters applied have ensured that all papers were written in English, had to be articles and 
were published on the last 6 years (2018–2023). 

The research strategy used entailed creating a single question from many research perspectives. By 
considering the topic, context, and group under analysis, it was possible to identify articles that were 
included in both databases. 

Then we searched, in both databases, all the published work with the concept “Artificial Intelligence” 
or “Machine Learning” or “Data Mining” or “Data Analytics” or “Data Analysis” or “Neural Networks”, 
the target population “Homecare” or “Care Assistance” or “Remote Monitoring System” within a context 
of “Internet of Things” or “Big Data”. Our final query was: “(“Artificial Intelligence” OR “Machine 
Learning” OR “data mining” OR “Data Analytics” OR “Data Analysis” OR ”neural networks”) AND 
(Home care OR “Homecare” OR “care assistance” OR “remote monitoring system”) AND (IoT OR 
“Internet of Things” OR “big data”)”. 

The output of the query resulted in 108 documents, but after removing duplicates, we managed to 
have 77 distinct documents that composed all the papers that should be analyzed. To represent the 
analysis of all the papers read, a PRISMA process diagram was created in Figure 1. 
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Figure 1. Results of the application of PRISMA methodology. 

The purpose of this literature review is to understand what exists of homecare, the problems and 
benefits identified and what can be done to improve the quality of remote monitoring systems to allow 
patients without serious diseases to go home and be monitored remotely. All the medical staff would 
benefit from the relief of workload, and patients also could have a better quality of life if they were 
allowed to be at home. The main topics discussed in all articles are shown in Table 1, with focus on ML 
and IoT as roles to achieve functional and efficient remote monitoring systems.  

2.2. Goals and Outcomes Analysis 
In our comprehensive review, we systematically analyzed each of the main goals, presenting the 

findings in Figure 2.  
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Figure 2. Comprehensive analysis of each topic, for all relevant papers. 

The detailed summary of the papers can be found in Table 1, where each topic is associated with its 
respective references and the number of papers covered. 

Table 1. Main areas of relevant papers identified. 

Topics References No. Papers 
IoT and 
Sensors 

[19–40] 22 

Machin
e 
Learnin
g 

[19–31,33–40] 21 

Remote 
Monitor
ing 
Systems 

[19–31,38–44] 20 

Elderly [38–43] 6 

Robots [45,46] 2 

Articles [19–31] discuss the use of Machine Learning (ML) and/or wearable sensors in order to 
monitor and help self-diagnose some diseases allowing the patients to be remote monitored. Systems aim 
to monitor mainly heart diseases, but there are other examples that monitor Metabolic Syndrome, sleep 
monitoring, diabetes, cerebral palsy, or Parkinson disease. With the same scope but more focused on 
elderly individuals, refs [41–43] propose systems for monitoring and management of home care elderly 
adults with focus on elderly needs and acceptance. New solutions are discussed in order to balance the 
needs of elderly people and the management of their health, but studies show improved quality of life for 
older people when they are at home being monitored. One solution proposed home interactive elderly 
care two-way video healthcare system that would help the medical staff manage their effort. 

Article [32] proposes a review of wireless sensor network health monitoring systems and the 
conclusions are encouraging with the development of more flexible, reliable, secure, real-time and energy 
efficient systems that improve the quality of remote monitoring systems. Refs. [33–37] discuss and 
improve the utilization of IoT and sensors in Homecare. They prevent the detection of anomalies in the 
data stream created with IoT sensors and propose ML models that make effective and timely decisions 
in the healthcare domain. Overall, sensors are more accurate and efficient with gaps being analyzed and 
combated. 

Another main topic is explored by [38–40], where IoT and ML take a major role in elderly fall 
prediction and activity recognition. Using sensors or cameras, results appear to be very good.  

From another point of view, [45,46] suggest the use of robots that would provide valuable tools for 
in-home care services. In [44] emerge as a caller for the urgent need for home-based remote monitoring 
systems to avoid the collapse of hospitals’ first line. 

A lot of things have been done to improve the performance of remote monitoring systems allowing 
patients to, if possible, be at home and keep being monitored from possible health problems that could 
have.  

In summary, many studies are focused on the patient side, allowing them to be monitored remotely, 
but there’s a lack of concern on the caregivers and medical staff side. This point is relevant because it 
places our study on a scientific gap. With these solutions, we can improve the efficiency of medical staff 
job by reducing the workload. In a world where Hospitals suffer from overload, it’s crucial to give 
conditions to medical staff and caregivers so they can have a better life quality and increase their 
proficiency. In fact, with the solutions presented in the literature review, we can address different needs 
from different perspectives.  

3. Materials and Methods 
Care processes digitalization, holistic sensing supported by the Internet of Things (IoT) system and 

AI tools are being actively applied to the health sector giving rise to the smart health paradigm [47]. In 
this transformative process, the Health Remote Monitoring Systems (HRMS) are recognized as an 
emerging technology [48], using sensors and wearable devices to collect patient’s data. However, to 
present clinical value these systems have to be associated with clear clinical processes and therapeutics, 
so the measurements could be linked with actual patient care. 
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The implementation of HRMS is based on a health related IoT system that incorporates, stores, and 
communicates the information gathered by a set of wearable devices and sensors, video and image [49]. 
The computer senses and records the daily physiological data of the patient by means of a data processing 
device, data transition, data archive, data analytics, and AI [50]. The HRMS is based on four main pillars 
and aims. Firstly, to develop a system to identify disease development and disease prevention through 
the use of remote sensors. Secondly, big data processing and analysis is used to process multiple 
heterogeneous data sources in order to process different patient data and provide high-quality 
personalized treatment. Thirdly, prediction models built by Artificial Intelligence can be implemented 
on top of the processed data from Big Data, which would allow the classification of patients, discovering 
of behavioral patterns. Through this process, alerts can be generated when an abnormality is registered 
in order to help with disease prevention. Lastly, to create a remote interaction process from hospitals to 
the patients. Therefore, HRMS enables a data-intensive approach, in which a large amount of health data 
is generated, stored, and available for data mining, allowing for the generation of useful knowledge. 

The device’s communication with cloud platforms allows for these sensing data to be stored in the 
cloud and easily accessed by doctors, allowing a range of remote health monitoring functions. Remote 
Patient Monitoring (RPM) Technologies require machinery that collects and interprets biometric & 
physiological data [50]. RPM has many applications such as real-time illness detection (through the 
generation of alerts when an abnormality is registered) [51], continuous monitorization of patients such 
as those with chronic disease or less severe conditions (reducing patient load at hospitals, as it allows 
recovering of non-critical patients to happen in their homes) or athlete health monitorization [50]. 

Considering the current state of art, this research work proposes an AI-based solution using data, 
image, and sound:  

 The ability to take images using standard smartphone technology as a simple sensing tool and the 
creation of an image data repository; 

 Fusion of different data sources (data, image, and sound) in a big data for different chronic 
diseases and we propose to validate in dementia cases; 

 Present meaningful and useful data to decision makers to support improved interventions; 
 Participatory process involving end-users using hospital and AA patients. 

It is widely recognized that dementia needs to be seriously considered, and more remote monitor 
solutions with AI, like the ones proposed in this project, are required in order to reduce the future impact 
of these diseases in the forthcoming years in the EU and improve the quality of life of these patients. The 
research introduces a remote monitoring system designed to assist caregivers in minimizing their 
workload. Leveraging AI and data analytics, this system facilitates well-informed decision-making. By 
consistently monitoring patients, it generates alerts whenever attention is needed, thereby enhancing the 
efficiency of caregivers and reducing their overall workload. 

3.1. Research Strategy 
Action Research has been defined to bridge the gap between research and practice. With this aim, it 

has two clear goals: to generate profits for the customer of the research; and, at the same time, to generate 
relevant “knowledge of research” [52]. Therefore, Action-Research is an approach highly collaborative 
between research, researchers, and practitioners, focused on both theory and practice and carried out by 
means of a cyclic process. In addition, Action-Research describes a class of methods, which share the 
following characteristics [53]: (1) To be oriented to action and change; (2) To be focused on a problem; 
(3) To have an organic model of process that entails systematic stages and some iterative ones; and 4) 
To be collaborative between the participants. 

In a more formal analysis of the participants, Action-Research, Ref. [54] identifies four types of roles 
that are described in the following along with their related actors. 

Considering the above-assigned responsibilities, in order to put the Action-Research methodology 
into practice, it is necessary to establish the activities that will guide the research. We proposed a highly 
flexible Big Data architecture and the creation of several dashboards for relevant stakeholders following 
the methodology. This approach [55] elucidates the specific requirements for each stakeholder, and 
ensures that they implement dashboards that are tailored to different roles and users, being able to derive 
multiple sets of dashboards that are aligned with the identified information needs. 

3.2. Methods 
Information Communications and Technology (ICT) solutions for healthcare are mostly focused on 

telehealth platforms designed for adaptive and proactive needs. For these systems to be interoperable, 
usable, secure, and accurate, strong integration is required. We propose a remote solution that can analyze 
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structured data, video, and sound because these are components of daily life. Sound and video can be 
acquired with a camera, and for privacy issues, we do not store them. Everything is processed locally. 
Our HCS is depicted in Figure 3. In this system, all data is stored in a cloud server, providing medical 
staff with access to it. Even though all image processing occurs locally, the server stores the output, such 
as the patient’s detected emotion. 

Caregiver

Nurse

Doctor
Gateway

 

Figure 3. Proposed System. 

In terms of structured data, we have access to biometric information such as temperature, heart rate, 
and oximetry. All the data was generated in a laboratory setting. As illustrated in Figure 4, we observe 
the oscillation in a patient’s temperature throughout the day, and their heart rate is depicted in Figure 5. 

 

Figure 4. Daily rhythm of body temperature of three different patients. 

 

Figure 5. Average Heart Rate (y) by day/hour (x). 

Our primary objective with this dataset is to predict abnormal values. To achieve this, we employed 
a 30-minute interval (determined through autocorrelation) for making such predictions. This approach 
enables us to anticipate an outlier 30 minutes before its occurrence. In the prediction of abnormal values 
for heart rate, we tested several models, including KNN, Random Forest, Logistic Regression, SVM, 
Naïve Bayes, and Neural Networks. Among these, Neural Networks demonstrated the best result, 
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achieving an accuracy of 94%, as illustrated in Figure 6. 

 

Figure 6. Algorithm’s Performance. 

Every time an outlier is registered, an email is sent to the caregivers, as exemplified in Figure 7. 

 

Figure 7. Alert system message. 

Based on video data processing from daily/weekly conversations 

1) Face monitor process—Trained algorithm to recognize facial expressions like: disgust, happiness, 
sadness, surprise, anger, fear, and contempt; 

2) Head pose detection—We detected three head poses including yaw, pitch, and roll, using the pre-
trained OpenFace deep neural network tool; 

3) Posture recognition—To recognize patient posture, we used a multi-person pose estimation model 
to localize the anatomical key points of joints and limbs. Then we used the lengths of body limbs 
and their relative angles as features for recognizing lying in bed, standing, sitting on the bed, and 
sitting in the chair; 

4) Room sound pressure levels and light intensity - The sound pressure levels for delirious patients’ 
rooms during the night were on average higher than the sound pressure levels of non-delirious 
patients’ rooms. Average night-time sound pressure levels were significantly different between 
the delirious and non-delirious patients (p-value < 0.05). 

For the Face monitor process implementation, we have developed a CNN with the public datasets 
available like FER2013 [56], CK+ [57], and AffectNet [58], where we have merged them into one dataset 
like the work presented in [59]. We have tested this implementation in a private dataset produced by the 
authors of this article, where the model has achieved 87.6% accuracy in identifying the different emotions. 

The model that we have developed comprises a series of convolutional layers, pooling layers, a flatten 
layer, fully connected layers, and an output layer. Three convolutional layers with kernel sizes of (3, 3) 
are employed to perform feature extraction from the input images. The first convolutional layer includes 
32 filters, followed by 64 filters in the second layer, and 128 filters in the third layer. This increment in 
the number of filters enables the model to capture increasingly complex spatial features. Max-pooling 
layers with a pool size of (2, 2) are incorporated after each convolutional layer. These layers downsample 
the spatial dimensions, retaining the most salient features while reducing computational complexity. 
Following the convolutional and pooling layers, a flatten layer is introduced to transform the three-
dimensional tensor output into a one-dimensional tensor, preparing the data for the subsequent fully 
connected layers. A densely connected layer with 256 units and a Rectified Linear Unit (ReLU) activation 
function is introduced to capture high-level features derived from the flattened representation. To 
mitigate overfitting, a dropout layer with a dropout rate of 0.3 is incorporated. The final layer is a fully 
connected layer with a softmax activation function. It produces the model’s predictions across multiple 
emotion classes, with the number of units corresponding to the total number of emotion categories. The 
model summarization is depicted in Figure 8. 
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Figure 8. Model Summarization. 

Regarding head pose detection our healthcare monitoring system, aims to identify and analyze the 
orientation of a patient’s head in three-dimensional space. This involves estimating three key angles: yaw 
(rotation around the vertical axis), pitch (rotation around the lateral axis), and roll (rotation around the 
longitudinal axis). 

To implement this functionality, we have used the pre-trained OpenFace[60] deep neural network 
tool, a widely-used resource for facial behavior analysis. The OpenFace model comes equipped with the 
ability to detect facial landmarks, which are essential for accurate head pose estimation. In the 
implementation process, we collect input data in the form of images (video frames) that contain patients’ 
faces.  

The implementation involved loading the pre-trained OpenFace model and feeding the preprocessed 
facial images into the model for landmark detection. The detected landmarks are then utilized to calculate 
the patient’s head pose angles, including yaw, pitch, and roll. The output of this process is a set of 
estimated head pose angles corresponding to each detected face in the input data. This information is 
then stored into the database of the monitoring system, allowing us to associate head pose details with 
other relevant patient data. This information can be valuable for assessing patient engagement, 
attentiveness, or potential discomfort. 

For posture recognition we have used Movenet [61], a real-time pose estimation model developed by 
Google. Movenet is designed to accurately and efficiently estimate human body poses from images or 
video frames. The key characteristic of Movenet is its ability to provide pose estimates for multiple 
people in real-time, making it suitable for applications such as fitness tracking, gesture recognition, and 
augmented reality. This model produces a compact representation of body poses using a set of key points, 
making it useful for applications where only key joint locations are required. 

A new strategy called pervasive computing [62] focuses on creating intelligent settings where 
connected devices are inserted and provide continuous, dependable, non-intrusive connectivity with extra 
benefits. Without a clear understanding of the underlying technological interplay, this system’s effect is 
often an enhancement in human experience and quality of life [63]. As a result, ubiquitous data can also 
be thought of as information that is always accessible. The whole information required to do an 
assessment is not always available in critical contexts, such as intensive care units, where choices must 
be made at the appropriate moment. Despite the fact that not all medical errors may be avoided, the 
spread of data can be facilitated through ubiquitous data techniques. Reducing redundant information 
and allowing it to be kept on mobile devices or in strategically placed devices near where choices will 
be made will improve the quality of healthcare [64]. The system that sends alarms from the monitoring 
patient system is an example of pervasive data. When patients are outside the parameters of the monitored 
qualities, these notifications are sent. In general, ubiquitous healthcare aids medical professionals by 

Layer( type) Output  Shape Param #  

Conv2d_3 (Conv2D) (None, 46, 46, 32) 320 

max_pooling2d_3 ( MaxPool in 

g2D) 

(None, 23, 23, 32) 0 

conv2d_4 (Conv2D) (None, 21, 21, 64) 18496 

max_pooling2d_ 4 (MaxPoolin 

g2D) 

(None, 10, 10, 32) 0 

conv2d_5 (Conv2D) (None, 8, 8, 128) 73856 

max_pooling2d_5 ( MaxPoolin 

g2D) 

(None, 2048) 0 

Flatten_1 (Flatten) (None, 256) 0 

dense_1 (Dense) (None, 256) 524544 

dropout_1 (Dropout) (None, 256) 0 

dense_2 (Dense) (None, 7) 1799 

Total params : 619015 (2.36 MB) 

Trainable p arams: 619015 ( 2.36 MB) 

Non-trainable params: 0 (0.00 Byte ) 
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establishing a setting that enables them to access information at anytime and anyplace. 

4. Conclusions 
Considering the rapid advancements in AI and associated technologies, it is evident that these 

developments can significantly assist healthcare providers in improving patient care and optimizing 
operational processes. This study specifically investigated the impact of AI technology, utilizing data 
fusion, on remote chronic patient care. The study has demonstrated promising results, since it has 
achieved 94% accuracy in the prediction of abnormal values for heart rate using Neural Networks, and 
87.6% for Facial Expression classification using Convolutional Neural Networks. 

The successful management of these opportunities and challenges necessitates collaborative efforts 
and determination from all stakeholders within the healthcare industry. In conclusion, our research 
demonstrates that AI in remote home care monitoring systems can alleviate the workload of caregivers 
by monitoring the patients and generating alerts when attention is required. By automating the extraction 
and analysis of pertinent information from large volumes of unstructured data, these systems empower 
healthcare professionals to make more informed decisions, enhance patient outcomes, and mitigate the 
manual workload of data entry and analysis. 

As the market for wearable medical devices and remote home care systems continues to expand, the 
integration of AI is poised to become increasingly prevalent in the healthcare sector. This shift presents 
new prospects for advancing patient care and relieving the workload on healthcare providers. 

In light of the current state of the art, it is noteworthy that while numerous studies focus on monitoring 
patients remotely, there remains a significant gap in addressing the needs of caregivers and medical staff. 
Our study fills this gap by emphasizing the importance of improving the efficiency of medical staff 
through workload reduction. In a healthcare landscape often burdened by overload, it is imperative to 
enhance the quality of life for medical staff and caregivers, thereby boosting their proficiency. The 
solutions presented in the literature review address diverse needs from various perspectives, offering a 
holistic approach to healthcare challenges. 

5. Future Work 
For future work, we aim to implement the system illustrated in Figure 9, in a Big Data Setting where 

we collect questionaries from the patients and merge the data with Electronic Health Records. Also, by 
detecting Action Units (AU) from the video, we can add value from the expressions detected by our 
model, doing better and more accurate classifications and predictions. Correlating this data with 
actigraphy analysis, in the future can be fruitful, since analyzing sleep parameters, time and activity 
parameters, can correlate with some health events of the individual. Additionally, a crucial aspect for 
further exploration is extremity movement analysis. This involves examining data from three 
accelerometer sensors placed on the patient’s wrist, ankle, and arm, and comparing the results between 
delirious and non-delirious patients. Such analysis holds the potential for providing valuable insights into 
patient conditions and facilitating more targeted and personalized care strategies. While the current 
implementation collects head pose data, its practical applications within the healthcare monitoring system 
are yet to be explored. The recorded head pose information presents promising opportunities for 
enhancing patient care and healthcare workflows. The following applications could be considered for 
future work: 

 Patient Comfort Assessment: Investigate the correlation between head pose patterns and patient 
comfort levels. Develop algorithms or models that can automatically detect signs of discomfort 
or unease based on changes in head orientation. This can lead to interventions aimed at improving 
the overall patient experience. 

 Engagement and Communication Analysis: Explore how head pose data can be integrated with 
communication analytics to provide a comprehensive understanding of patient engagement during 
telehealth interactions. Develop metrics or indices that quantify patient attentiveness or potential 
communication challenges based on head pose information. 

 Early Detection of Health Issues: Research and identify specific health conditions or symptoms 
that may manifest through alterations in head pose patterns. Develop predictive models that 
leverage head pose data to provide early warnings or alerts for potential health issues, facilitating 
timely intervention. 

 Personalized Care Strategies: Investigate the incorporation of head pose information into the 
development of personalized care plans. Explore how head pose patterns, when analyzed 
alongside other health parameters, can contribute to tailoring healthcare interventions to 
individual patient needs and preferences. 
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 Improved Telehealth Experience: Enhance the telehealth experience by utilizing head pose data 
to optimize virtual interactions. Develop features or functionalities that dynamically adjust the 
virtual environment based on patient head orientation, fostering a more engaging and effective 
telehealth setting. 

 Efficient Healthcare Workflow: Investigate the integration of head pose data into the healthcare 
workflow to improve efficiency. Explore the potential for prioritizing alerts or communications 
based on observed head poses, directing attention to situations where immediate intervention or 
communication may be warranted. 
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Figure 9. Proposed system for Future Work. 
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