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Abstract: Agriculture is an indispensable sector for human community that has been transformed by technological 
innovations. The data handling with information extraction is one of the areas that is benefited by the advancements 
in information technology. The presented research work aims to develop a question answering system (QAS) for 
improving the information retrieval from the agricultural text documents. The proposed Agriculture domain 
Ontology based QAS (AOQAS) processes the given agricultural text documents and constructs it to a knowledge 
representation called ontology. The domain based ontology is created using the Bidirectional Encoder 
Representations from Transformers model (BERT model) with Regular Expressions (RE) for withdrawing domain 
terms and the Bidirectional Long Short Term Memory model (BiLSTM) with RE for relationship extraction between 
the agricultural terms. From the developed ontology, the answers for the input query are extracted and validated 
using Natural Language Processing (NLP) techniques and the deep learning model. The proposed AOQAS shows 
an accuracy and recall of 98.47% and 98.26%. The outcomes of AOQAS shows better performance when it is 
evaluated against the current systems. 

Keywords: natural language processing; ontology; question answering system; agricultural term extraction; 
relationship extraction; deep learning 
 

1. Introduction 
The key purpose of agriculture is to provide food for daily consumption. Its innovations and scope 

grow persistently as there is a constant demand for food [1,2]. The industrial revolution led to sustainable 
productivity with increased quality and quantity of agricultural products [3]. The internet has enriched 
data across different domains and modalities. The amount of text data generated on the internet is 
growing at dizzying speed which makes it impossible for users to easily read all the required information 
and comprehend [4]. To resolve the issue, information representations, such as ontologies, knowledge 
graphs, concept maps etc., are utilized. The information representations are employed to organize and 
structure the data thus by making it easier to find and understand. Semantic understanding of the text 
documents is the capability to extract meaning and context from text and other unstructured data [5]. It 
is a complex task, as it requires the skill to understand the context of words and phrases, as well as the 
relationships between them [6]. In order to accomplish semantic understanding of the document, it is 
necessary to apply robust algorithms that are specifically designed for the agriculture domain of the 
documents. Multiple techniques can be used to mine flat files like text data [7]. One common technique 
is to employ NLP methodologies for extracting the meaning of the text document. NLP techniques with 
machine learning [8] and deep learning methods [9] are utilized to retrieve entities, relationships, and 
other important information in text document to attain more accurate results and efficient performances. 
However, semantic understanding of the agriculture domain based document is still a formidable and 
challenging task. It is important to choose the right approach or frame the effective algorithm for 
converting the text document into information representation with domain based semantic understanding 
of the data [10].  Ontology is the process of representing information of a particular domain in a graphical 
way which is both machine readable and easily understandable by humans [11]. Ontologies can be used 
to represent a wide range of knowledge, including the relationships between different concepts, the 
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properties of those concepts, and the rules that govern how those concepts can be used. 
A framework for constructing the ontology from the agricultural text document and retrieving the 

information from the constructed ontology using the QAS is proposed in this research work. Agriculture 
domain based ontology for the text documents is constructed using NLP and deep learning methodologies 
then the proposed QAS receives the agricultural domain based question and pre-processes the question 
for answer extraction. If the given question is grammatically incorrect or not having enough keywords 
for extracting the candidate answers, question reformulation is performed which involves grammar error 
rectification and the addition of relevant keywords. From the reformulated question, candidate answers 
are extracted by forming queries which are formed using entity and relation identification from the 
question. The extracted candidate answers are validated with the passage from the input text document 
that contains the words in the given question using deep learning model and the most relevant answer is 
selected. 

The proposed AOQAS aims at extracting the candidate answers from the agricultural ontology and 
selects the appropriate answer. The research work comprises of following contributions.   

• Creating an effective domain based ontology using NLP and deep learning techniques.      
• Solving the problems related to domain-based NLP systems such as lack of semantic 

understanding, data, and question reformulation.  
• The extraction of answers from the ontology by identifying various metadata about the entity, 

such as relations, concepts and query-related understanding.  
• Novel answer validation technique is introduced to handle the domain-based system which 

includes the semantic understanding of the data. 
With the above-mentioned contributions, the ontology is constructed from the corpus and also 

answers are extracted from the ontology and verified the extracted answers for correctness. In this 
research article, Section 2 describes about the detailed literature survey that has been done for the 
proposed AOQAS, Section 3 gives the detailed design and explanation about the overall methodologies, 
Section 4 discusses the step by step implementation results obtained for the proposed AOQAS, Section 
5 is the conclusion and section 6 provides the references for the research work. 

2. Literature Survey 
The research work AOQAS is proposed by surveying and analyzing the existing works that has been 

done for developing ontologies and QAS. The literature survey of the research work is classified into 
two parts namely, ontology formulation and question answering frameworks.  

2.1. Ontology Formulation 
The key terms and relations for the construction of ontology is extracted from the text using the 

hierarchy of linguistic filters and NLP techniques [12]. By carrying-out domain analysis on the given 
text documents, ontology consisting of various relationships with requirements can be developed 
utilizing Web Ontology Language (OWL) [13]. The sub-domain relationships can be extracted using the 
knowledge based scheme and it is employed for the ontology creation [14].  Also, by applying the 
classification algorithms on the feature vector from the dependency syntactic analysis, the relationships 
for the ontology have been efficiently extracted [15]. Ontology can also be constructed using two 
complementary approaches namely, HTML Structure-based ontology learner and N-gram-based 
ontology learner [16]. The relationships between the entities are extracted and matched using the 
Relational Component Analysis (RCA) [17]. Analyzing the text with the use of concept clustering and 
taxonomic relation identification with fuzzy based conceptual similarity computing, the relationship 
between the entities can be retrieved [18]. Semantic ontologies are formed using the web search engine 
based statistics on identified keywords to find the taxonomic and non-taxonomic relationships [19]. 
Relationships detected for ontology can be from semantic pattern analysis with domain based  
keywords [20,21]. 

The current systems of agricultural term extraction apply NLP techniques and then mostly uses 
vocabulary for filtering the terms. The tokenization with parts of speech patterns [22], improved 
keyphrase assignment algorithm (KEA++) with AGROVOC vocabulary [23], Regular expressions using 
POS with domain patterns and statistical features [24], Regular Expression and NLP based Term 
extraction scheme [25], customized Named Entity Recognition (NER) model using Spacy model [26] 
are employed in the existing systems for extracting the agricultural domain terms. The proposed AOQAS 
work should address the issues in the prevailing systems. So, the compound terms must be extracted 
effectively and classify the ambiguous terms efficiently. 
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2.2. Question Answering Framework 
The input questions given by the users cannot guarantee for the presence of required number of 

keywords from the complete set of keywords for the domain [27]. The user may give the questions with 
very minimal keywords and this makes the answer search process complicated. Ref. [28] proposed a 
query expansion mechanism to expand the query with the minimal number of keywords using lexical 
resources and word embedding. Neural networks [29] are used to construct the meaningful query with 
the extracted and expanded candidate terms from the text dataset. Ref. [30] applied the techniques of 
semantic and syntactic clustering for identifying the answers for the given query with the objective of 
reducing the search space. Once the candidate answers are extracted, the correct answer is selected using 
the likelihood of correctness. Ref. [31] proposed a system that receives the question from the user and 
important terms are segregated based on the POS tag [32]. The expected answer tag is identified based 
on the type of question. Then, the answer is extracted from the database using the identified terms and 
expected entity type. Ref. [33] developed the technique of retrieving the sentence from Twitter dataset, 
using the text search based on the expected answer type for the natural disaster domain. Ten types of 
questions are handled in the framework.  

Ref. [34] utilizes the context generation method for the given questions where a list of contexts is 
extracted from the knowledge base, and then the answer is searched and extracted from the semantic web 
using the semantic search technique. The extracted answers are ranked by the users manually. Ref. [35] 
proposed an QAS based on the interactive knowledge enhanced attention networks. When the user raises 
a question and the answer for the corresponding query is selected using BiLSTM [36]. Extracting the 
keywords from the question and identification of the relevant web pages using semantic analysis is 
proposed by Ref. [37]. From these identified pages, snippets are extracted and then the appropriate 
answer is filtered. Ref. [38] constructed a neural network model for both the phases of QAS which are 
question generation and answer extraction to handle the table-based data. The label of the generated 
question denotes whether the question is positive or negative through which the collaboration model 
extracts the answer.  Ref. [39] developed a BERT based architecture to solve the problem of answer 
selection. Candidate answer paragraphs are extracted using inverted indices and fine-tuned BERT model 
is used to rank those paragraphs and segments them for extracting the answer.  Ref. [40] proposed a 
model to extract candidate answers from a triplet-based knowledge graph and the correct answer is 
selected using a verification mechanism involving the corpus using three neural networks. Ref. [41] 
reformulated the given syntactically wrong question and then extract the relevant candidate answers 
using context-based semantic search method. Ref. [42] addresses the issue of extracting answers for the 
combined queries by the combined indices concept. For the given question, the relevant paragraphs are 
extracted using combined indices which include an inverted index and next word list. Then, using 
information retrieval models [43], the candidate answers are selected and the correct answer is selected 
using semantic ranking. Extracting the answers from the text can be identified using the semantical search 
methods but selecting the appropriate algorithm is a crucial process in any QAS. Ref. [44] proposed the 
validation features for identifying the answers using validation and similarity features. Validation score 
involves knowledge-based features such as Gazetteers, WordNet Scores and data-driven features which 
includes Wikipedia and Google Rank. Similarity measures include similarity matrix and string  
distance metrics.  

Now considering the agricultural QAS, Ref. [45] created an agriculture domain QAS based chatbot 
using multi-layer perceptron and Recurrent Neural Network for assisting the farmers with major inquiries. 
Based on LSTM with Word2Vec model, the sentence similarity is calculated by [46] on agricultural 
corpus and developed the rice FAQ based QAS. Ref. [47] constructs a knowledge graph and for the given 
question the answers are extracted from the knowledge graph by utilizing the NER and multi label text 
classification techniques. Ref. [48] classified the questions of QAS using machine learning models in 
two steps of tagging the words in the corpus and classifying the questions based on the tags. Ref. [49] 
used data in OWL and Resource Description Format (RDF). The QAS is formed using NLP techniques 
and semantic web technologies for extracting the answers from the OWL and RDF data corpus. Ref. [50] 
created an agricultural chatbot for the Kisan call center dataset by employing the sentence embedding 
model. Ref. [51] developed a methodology for agriculture domain QAS using NLP and information 
retrieval technologies for extracting the answer. Ref. [52] proposed QAS system for agricultural domain 
that initially generates a Knowledge Graph then generates questions using encoder-decoder neural 
network and extracts answers using Recurrent Neural Network. 

From the above survey, the following issues are identified.  
• Lack of effective identification of the agricultural terms which are domain-based terms and that 

can be a unigram (one word), bigram (two words), trigram (three words) and so on.  
• Inefficiency in establishing the relationship between the identified entities. 
• Identification of entities from the given question and identifying the relations to extract the 
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candidate answers. 
• Validation of the answers in the agricultural domain is much challenging because there is no 

benchmark dataset. 

3. Materials and Methods 
In this section, the proposed AOQAS is explained completely in detail. The AOQAS takes the 

agricultural question from the user and extracts the exact answer from the ontology which is constructed 
from the agricultural text. The knowledge for the proposed QAS system is represented using the ontology 
and the raw text corpus is used for answer validation purpose. The first step of the proposed system 
AOQAS is to pre-processes the given question after reformulating the question by rectifying the lexical 
errors. Then keywords are included if the given question does not have sufficing keywords. The question 
reformation phase enhances the answer retrieval process effectively. From various government websites 
and text blogs, the input document is prepared and agricultural terms are extracted from the text with 
relationships needed for the ontology are extracted. Candidate answers are extracted using the entity type, 
entity sub type, answer type, relationship identification and from the formed query. Corresponding 
answers are extracted from the constructed ontology. The extracted candidate answers are validated using 
the corpus data and the exact answer is selected using the deep learning model. The overall architecture 
of the proposed AOQAS research work is shown in Figure 1.   

 
Figure 1. Overall Architecture Diagram of the Proposed AOQAS Work. 

3.1. Dataset Description 
The agricultural documents are created from government websites and blogs that contain text based 

information related to the domain. The data collected is collected from multiple sources and they are not 
uniform which increases the complexity in processing the data. So, the agriculture domain experts are 
engaged for preparing the contents for the input documents. The documents are collected from Indian 
Council of Agricultural Research (dogr.icar.gov.in accessed on 10 March 2023 ), Food and Agriculture 
Organization of the United States (FAO.org accessed on 10 March 2023), Tamil Nadu Agricultural 
University Agritech portal (Agritech.tnau.ac.in accessed on 10 March 2023), National Horticulture 
Research and Development Foundation (nhrdf.org accessed on 10 March 2023), Department of 
Agriculture & Farmers Welfare (agricoop.nic.in accessed on 10 March 2023), Farmer portal 
(farmer.gov.in accessed on 10 March 2023) and agricultural blogs during March 2023. 

3.2. Question Reformulation 
The questions that are given to any QAS are not correct at all occasions. In order to address the 

linguistic errors and barriers among the users, question reformulation is performed. The primary process 
involved in the question reformulation is the question correction. The process of question correction in 
this work involves correcting grammatical errors, spelling errors and basic linguistic corrections for a 
particular language. The research works prominently focus on the English language.     

3.2.1. Question Correction 
Question correction involves rectifying the syntactically incorrect question. Syntactic correctness of 

the question is done by checking the grammar rules with the construction of a parse tree. If the parse tree 
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is successfully constructed for the given question, the given question follows the grammatical rule of 
linguistics. For checking the spelling errors, two steps are proposed which are performed in a sequential 
manner. The first step involves identifying the words that are close enough to the given wrong word 
using Levenshtein distance. Levenshtein distance is a type of distance in which insertion, deletion and 
substitution operations are allowed to perform while finding the distance between any two strings. 
Mathematically, the Levenshtein distance between two strings, x and y is calculated using Equation (1).  

lev(x, y) = 
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(1) 

where |x| is the length of the text x and tail(x) is the sequence of text except the first character (x[0]). 
There are following two cases of spelling mistakes. Case I: This covers the words with a few wrongly 
typed characters. This kind of word is addressed using the Levenshtein distance since it involves insertion, 
deletion and substitute operations. For convergence of the algorithm, the maximum error is fixed as 
square root of x after conducting a series of experiments and this gives an optimal solution. The constraint 
is mentioned in Equation (2). 

lev(x,y) ≤ (sqrt(|x|)) (2) 

Case II: This addresses the words with rearranged characters. Using the basic operations of text 
(insertion and deletion), a single character-based jumbled text needs two steps to resolve it. For example, 
the wrongly spelt word “Riec” where “Rice” is the correct word needs two steps to be executed as follows 
to find the Levenshtein distance:  

1. Remove ‘e’ at third position 
2. Insert ‘e’ to fourth position 
Totally, Levenshtein distance between “Riec” and “Rice” is 2. In order to address this, from the series 

of experiments, the maximum acceptance is fixed as (2* sqrt(|x|)). From the above analysis, the constraint 
for the candidate replacing words follows Equation (3). 

1 ≤ lev(x,y) ≤(2* sqrt(|x|)) (3) 

The second process involves the Hidden Markov Model (HMM) to select the correct replacing word. 
Trained (HMM) model for the English language is used to rank the candidate replacing words. The top-
ranked word is replaced with the wrong word. The Algorithm 1 represents the question reformulation 
process. 

3.2.2. Algorithm 1: Question Reformulation by Question Correction 

Input: Question Q 
Output: Corrected Question Qcorrect 
if!parse tree(Q) then 
//Spell Error Correction 
for dic word in Dictionary do 
QLev = Lev(Q, dic word) 
end 
Qcorwords = Word Selection (QLev) //using Equations (2) and (3) 
Qwithout Spell errors = HMM Pred (Q, QLev) 
Qcorrect = Lexical Suggestion(Q without spell errors) 
return Qcorrect 
end 
return Q 
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3.3. Question Preprocessing 
Tokenization and stop word removal are the basic preprocessing in many applications of NLP. In 

question preprocessing, the reformed question is processed with tokenization followed by stop word 
removal. In the process of tokenization, the given question is chunked into meaningful tokens which are 
words in the English vocabulary. Tokenization is often performed with the removal of punctuation that 
are present in the given sentences. Extracted tokens are fed into the next preprocessing process called 
stop word removal. Stop word removal involves removing words that convey minimum information and 
often they are added to match the grammatical rules of the language. The output text from the stop word 
removal is the output of the question preprocessing and the next step is to check for keyword inclusions. 

3.3.1. Keyword Inclusion 
The list of keywords from the ontology and the dataset is extracted using Term Frequency-Inverse 

Document Frequency (TF-IDF) score. Mathematically, TF-IDF of word x in the document d from the set 
of Document D is calculated using Equation (4) [53]. 

 TF-IDF(x, d, D) = tf (x, d).idf (t, D) (4) 

where, 

 tf (x, d) = log(1 + freq(t, d)) (5) 

and 

 idf(t, D) = log(N/ (count(d ∈ D : x ∈ d)) (6) 
The extracted keywords are stored in a buffer and used for question reformulation. The given question 

is compared with the list of keywords. The Keyword inclusion phase is executed when there is only one 
keyword present in the question. The given question is semantically compared with the list of keywords 
and ranked according to the sentence score η and semantic similarity ϕ. The sentence score η for the 
keyword k in the list of keywords and word x in the question is identified using the Equation (7). 

 η = {n((k ∪x) ∩ S ) : S ∈ Sentences in Corpus}/ 

 {n(S ) : S ∈ Sentences in Corpus} (7) 

The semantic similarity ϕ between the considered keyword k and word x is calculated using the Synset 
function from WordNet [54]. Synset function returns a score denoting how semantically similar two 
words are, based on the shortest path that connects them. The rank is generated using the combination of 
semantic similarity ϕ and sentence score η. The top 3 matching keywords are attached with the question 
at the end position. The steps involved in keywords inclusion are shown in Algorithm 2. 

3.3.2. Algorithm 2: Keyword Inclusion  

Input: Preprocessed Question Qp 

Output: Question with Keywords Qwithkey 

LOC Buffer is populated using TF-IDF of given question on corpus using equation 4. 

Qkeywords = Keyword Extraction(Qp, LOC Buffer) 

if n(Qkeywords) = 1 then 

for keyword ∈ LOC Buffer do 

keyword(φ) = Synset(keyword, Qp) 

end 

  Keywords are selected based on φ 

for sentence ∈ Corpus do 

Sentence Score η is calculated using Equation (7) for Qp∪ Selected Keyword and Sentence 

end 
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  The top 3 Keywords are selected using Sentence Score (keyword Selected) 

return Qp∪ Keyword Selected 

end 

return Qwithkey 

3.4. Ontology Construction 
The text documents collected is converted into graphical representations using pretrained BERT 

model (BERT base uncased model) with RE for domain based term extraction and a BiLSTM model 
with RE is utilized for retrieving the domain relationships between the terms. From the terms and 
relationships, agriculture domain based ontologies are created and which is later used for extracting the 
answers for the given questions.  

The input text document is given to the BERT model for tokenization and generates the contextual 
embeddings. Tokenization of the input document is done with the help of WordPiece tokenizer in the 
BERT model. Then these tokens are employed in the embedding layer, transformer layers and output 
layer for producing the contextual embeddings. Next the domain based entity patterns are formed using 
the RE. The contextual embeddings with RE utilizing rule based approaches are developed for extracting 
the domain based terms from the text document.  

An empty directed graph is created with relationship patterns using RE. After this, created a list of 
unique entities and a mapping from entities to indices. The adjacency matrix is then constructed, where 
each entry represents the connection between two entities. The adjacency matrix is then converted to 
edge indices, and a Graph Data object is created. Now, the BiLSTM model is defined. It has three layers 
namely an LSTM layer, a linear layer, and a dropout layer. The LSTM layer takes the input features and 
produces a sequence of hidden states. The linear layer then takes the hidden states and produces a 
sequence of output features. The dropout layer is used to prevent overfitting. The dimensions for input, 
hidden, and output features are then set. The BiLSTM model is then created with the specified dimensions 
(input_dim = number of entities, hidden_dim = 16, output_dim = input_dim) and the model uses Gelu 
activation function. The loss function and optimizer are then defined. The loss function is Mean Squared 
Error (MSE) and the optimizer is Adam. Next, the input features are generated. The input features are 
one-hot encoded which means that each entity is represented by a vector of length of entities number, 
where the only non-zero entry is at the index of the entity. The created BiLSTM model is trained and the 
training loop iterates for a fixed number of 100 epochs. Learned node embeddings are received from the 
output feature of the model with MSE loss for each 10 epochs. From these node embeddings and 
relationship patterns using RE, the relationships between the entities are extracted for the input text 
document. For the graphical representation, the nodes are represented by the entities and the edges are 
represented by the relationships. The network library with torch_geometric module is utilized for 
visualizing the created ontology graph. The ontologies are stored as the database and it can be employed 
for searching, extracting the answers for the given questions. 

3.5. Candidate Answers Extraction 
For the given question, candidate answers are extracted for relevant relationships. The entities are 

extracted from the question using the NLP techniques of tokenization with POS tagging and stopword 
removal. The relevant relationships for the given question are identified using a semantic matrix.  

3.5.1. Entities Identification 
Entity represents agricultural terms that are used in the agricultural domain documents. Identifying 

the entities that are available in the question is useful to map the main context of the question. Often the 
entity identification from the given question results in identifying the crop to which the question is related. 
For example, let the given question be “When is the cultivation period of paddy?” and entities identified 
from the question are {“cultivation”, “period”, “paddy”}. Here, Paddy is the crop with which the question 
is dealing about. The entities in the question are detected using tokenization with POS tagging followed 
by stopword removal. This simple NLP techniques are used because more enhanced methods extract the 
entities with some information loss which are important for the question. For example, “what are the two 
types of rice” is the question and in the question “two”, “types” are important for answer search and that 
may not be properly filtered by the more enhanced entity extraction methods.  

3.5.2. Relationship Identification 
Relationship identification module identifies the relationships to which the given question is related. 
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The proposed AOQAS work mainly focuses on eight types of agriculture domain based relationships 
namely is a, is also/ are also, type of/ types of, cultivated in/ cultivated during, disease in/ diseases in, 
fertilizer for/ fertilizers for, intercrop of/ intercrops of, production of, for the construction of the ontology. 
Semantic similarity matrix S is identified for reformed question and list of relationships using Synsets. 
The semantic matrix maps the question with the relationship through a semantic similarity score. The 
entry in the semantic similarity matrix S is represented using σ ij where i represents the words from the 
preprocessed and reformulated question and j represents relationships in the ontology. The final 
relationship is identified using the maximum of the summation of the similarity value in the column. The 
top ranked relations are selected and then processed for query formulation.  

3.5.3. Queries Formulation 
The given question is tagged with the NER tags and then processed for the query formulation. The 

relationships identified in the previous sections are analyzed with necessary entities and queries are 
identified. Employing the type and sub-type of the given input question, the expected named entity type 
for the given question is found. The type of the input question is identified using multinomial logistic 
regression. The input question is vectorized using GLOVE framework [55]. Then, the vectorized 
question is fed into multinomial logistic regression with lbfgs solver. The same statistical model is used 
with different training sets for identifying the subtype of the question. From the entity type and subtype, 
answer tag type is estimated. 

The relationships along with entities are analyzed and the relations are rejected if they do not contain 
the expected answer tag. Otherwise, relations are taken into consideration and the entity are accepted if 
it contains the expected answer tag. After processing the relationships, the required queries are extracted. 
If all the relations that are considered, are rejected, then the algorithm stops. For all the formulated queries, 
the entities are identified using the traversal technique from the ontology. The extracted entities should 
satisfy the expected named entity tag from the type and sub-type of the question.  

3.6. Answer Selection 
The most relevant answer is selected in the answer selection phase using answer validation. For the 

given question, the relevant passage is extracted from the text using TF-IDF. The proposed AOQAS 
considers not only the semantic relevancy between the question and candidate answers but also considers 
the relevant answer with the text passage. Features are extracted from the question, candidate answers 
with extracted passage and are unified. The unified feature is used to rank the answer through the neural 
network where the validation of the answer occurs. Then, the final relevant answer is selected.  

3.6.1. Answer Passage Extraction 
For the given question, the relevant passage is extracted using TF-IDF measure. The concept 

underlying the answer passage extraction is double verification. From the extracted passage, the relative 
sentence is extracted using the semantic relativity between the sentence and the input question. The 
extracted sentence contains the answer to the input question but it is the extracted sentence from the 
considered corpus.  

3.6.2. Feature Vectorization 
Feature Vectorization converts the text into numerical vectors using the generic framework. The 

Candidate Answers extraction process extracts different answers with varying identified relationships. 
For validating the answers, the feature vector should be generated. A tuple in the feature consists of input 
questions, extracted relationships, extracted answers and extracted passages from the corpus which are 
converted into a vectorized format using GLOVE network.  

3.6.3. Answer Validation 
Answer validation confirms the extracted answer using statistical machines which involves the 

features from the question, candidate answer and extracted sentence from the passage. The structure of 
Convolutional Neural Network (CNN) used for answer validation in the proposed system AOQAS is 
shown in Figure 2 which acts as a binary classifier for selecting the appropriate answer. The extracted 
features are fed into the CNN and the relevant answer selected is validated. The steps involved in 
proposed CNN model layers are, 

• The first layer is the Input layer. This layer takes in the input data, which in this case is a paragraph 
and a question. The input data is a sequence of words, and each word is represented by a number. 
The number represents the index of the word in the vocabulary. 
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• Embedding layer: This layer converts each word in the paragraph and question into a vector 
representation. The vector representation is a fixed-length vector that captures the meaning of the 
word. 

• Convolutional layer: This layer applies a convolution operation to the word vectors. The 
convolution operation extract features from the word vectors that are relevant to the question. 

• Pooling layer: This layer reduces the dimensionality of the feature map produced by the 
convolutional layer. This is done to reduce the number of parameters in the model and to improve 
its performance. 

• Dense layer: This layer applies a fully connected layer to the output of the pooling layer. The fully 
connected layer produces a probability distribution over the possible answers to the question. 

• The last layer is the output layer. This layer outputs the classification result.  

 
Figure 2. Proposed CNN model layers for answer validation. 

4. Results and Discussion 
In this section, the step by step implementation results have been discussed. The first step of the 

proposed AOQAS work is to construct the ontology for the input text document. For creating the domain 
based ontology, agriculture term extraction and relationships between the terms are retrieved using 
pretrained Bert model with RE and BiLSTM model with RE. This section provides a visual explanation 
of the steps involved in developing the ontology. Figure 3 which represents the sample of the input text 
document, Figure 4 represents the domain terms extracted for the sample data, Table 1 represents the 
relationships between the agriculture terms that are extracted, Figure 5 represents the ontology created 
for the sample data. 

 
Figure 3. Represents the sample of the text document. 

Beefsteak, roma, heirloom, oxheart, standard 
globe, sungold are the types of tomatoes. 
Potato is a starchy root vegetable. Beetroots 
are cultivated during October to March. 
Beetroots are also known as red beet. Bacterial 
wilt, soft rot, blackleg, common scab, ring rot, 
pink eye are the diseases in potato. Mint, 
beans, radish and lettuce are the intercrops of 
tomatoes. Organic fertilizers and inorganic 
fertilizers are used as the fertilizers for carrot. 
Manure, compost, bone meal, fish emulsion 
are the organic fertilizers. Nitrogen, 
phosphorous, potassium are the inorganic 
fertilizers. China, India, United States, 
Thailand, Vietnam are the top countries for the 
production of rice. 
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Figure 4. Represents the extracted domain terms from the sample data. 

Table 1. Extracted relationships between the terms for the sample data. 

Term 1 Relationship Term 2 

Beefsteak Type of Tomatoes 

Roma Type of Tomatoes 

Heirloom Type of Tomatoes 

Oxheart Type of Tomatoes 

Standard_globe Type of Tomatoes 

sungold Type of Tomatoes 

Potato Is a Starchy_root_vegetable 

Beetroots Cultivated during October_to_march 

Beetroots Is also Red_beet 

Bacterial_wilt Disease in Potato 

Soft_rot Disease in Potato 

Blackleg Disease in Potato 

Common_scab Disease in Potato 

Ring_rot Disease in Potato 

Pink_eye Disease in Potato 

Mint Intercrop of Tomatoes 

Beans Intercrop of Tomatoes 

Radish Intercrop of Tomatoes 

[Beefsteak, roma, heirloom, oxheart, 
standard_globe, sungold, tomatoes] 

[Potato, starchy_root_vegetable] 

[Beetroots, october_to_march] 

[Beetroots, red_beet] 

[Bacterial_wilt, soft_rot, blackleg, common_scab, 
ring_rot, pink_eye, potato]  

[Mint, beans, radish, lettuce, tomatoes]  

[Organic_fertilizers, inorganic_fertilizers, carrot] 

[Manure, compost, bone_meal, fish_emulsion, 
organic fertilizers] 
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Lettuce Intercrop of Tomatoes 

Organic_fertilizer Fertilizer for Carrot 

Inorganic_fertilizer Fertilizer for Carrot 

Manure Is a Organic_fertilizer 

Compost Is a Organic_fertilizer 

Bone_meal Is a Organic_fertilizer 

Fish_emulsion Is a Organic_fertilizer 

Nitrogen Is a Inorganic_fertilizer 

Phosphorous Is a Inorganic_fertilizer 

Potassium Is a Inorganic_fertilizer 

China  Production of Rice 

India Production of Rice 

United_states Production of Rice 

Thailand Production of Rice 

Vietnam Production of Rice 

4.1. Evaluation for Term Extraction 
The evaluation of the agriculture term extraction from the text document have been done by 

calculating the True Positive for Term Extraction (TPTE), True Negative for Term Extraction (TNTE), 
False Positive for Term Extraction (FPTE), False Negative for Term Extraction (FNTE). TPTE is the 
total count of both the actual and predicted terms are agriculture domain based terms. TNTE is the total 
count of both the actual and predicted terms are not agriculture terms. FPTE denotes the count of the 
predicted terms as the domain terms but in actual case they are not the domain terms. FNTE denotes the 
count of the terms which are actually domain terms but they are not predicted as the domain terms. 
Sensitivity is calculated by dividing the number of TPTE by the summation of number of TPTE and 
FNTE. Mathematically, it is represented as TPTE/(TPTE+FNTE). Specificity is estimated by dividing 
the number of TNTE by the summation of number of FPTE and TNTE. Mathematically, it is represented 
as TNTE/(FPTE+TNTE). Precision is the number of TPTE divided by the summation of number of TPTE 
and FPTE. Mathematically, precision is denoted as TPTE/(TPTE+FPTE). Negative Predictive Value is 
the TNTE divided by the summation of number of TNTE and FNTE. Mathematically, it is denoted as 
TNTE/(TNTE+FNTE). False Positive Rate is the number of FPTE divided by the summation of number 
of FPTE and TNTE. Mathematically, it is denoted as FPTE/(FPTE+TNTE). False Discovery Rate is the 
number of FPTE divided by the summation of number of FPTE and TPTE. Mathematically, it is denoted 
as FPTE/(FPTE+TPTE). False Negative Rate is the number of FNATE divided by the summation of 
number of FNTE and TPTE. Mathematically, it is denoted as FNTE/(FNTE+TPTE). Accuracy is defined 
as the measure that finds how close the actual and predicted terms are similar. Mathematically, it is 
represented as (TPTE+TNTE)/ (TPTE+TNTE+FNTE+FPTE). F1-Score is calculated using precision 
and recall for evaluating the terms extracted. Mathematically, it is represented as 
(2*TPTE)/(2*TPTE+FPTE+FNTE). Matthews Correlation Coefficient measures the quality of the 
domain term extraction technique. It is mathematically expressed as, (TPTE*TNTE-
FPTE*FNTE)/[sqrt[(TPTE+FPTE)*(TPTE+FNTE)*(TNTE+FPTE)*(TNTE+FNTE)]]. The pretrained 
BERT model with RE methods used in this research work is assessed these evaluation metrics and the 
results are shown in Table 2.   
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Figure 5. Ontology created for the sample data. 

4.2. Evaluation for Relationship Extraction and Ontology 
The evaluation of the extracted relationships and constructed ontologies have been done by estimating 

the True Positive for extracted relationships and constructed ontologies (TPERCO), True Negative for 
extracted relationships and constructed ontologies (TNERCO), False for extracted relationships and 
constructed ontologies (FPERCO), False Negative for extracted relationships and constructed ontologies 
(FNERCO) have been calculated with respect to the input text document and extracted domain terms. 
TPERCO is the total count of having both the actual and predicted relationships as same and also 
correctly available in the document between the terms. TNERCO is the total count of absence of the 
domain relationships between the terms both in cases. FPERCO denotes the count of the predicted 
relationships that are incorrect or no relation is actually available between entities. FNERCO denotes the 
count of the relationships which are actually there between terms but it is not predicted. Sensitivity is 
calculated by dividing the number of TPERCO by the summation of number of TPERCO and FNERCO. 
Mathematically, sensitivity is represented as TPERCO/(TPERCO + FNERCO). Specificity is estimated 
by dividing the number of TNERCO by the summation of number of FPERCO and TNERCO. 
Mathematically, specificity is represented as TNERCO/(FPERCO+ TNERCO). Precision is defined as 
the number of TPERCO divided by the summation of number of TPERCO and FPERCO. Mathematically, 
precision is denoted as TPERCO/(TPERCO+FPERCO). Negative Predictive Value is the TNERCO 
divided by the summation of number of TNERCO and FNERCO. Mathematically, it is denoted as 
TNERCO/(TNERCO+FNERCO).  False Positive RERCO is the number of FPERCO divided by the 
summation of number of FPERCO and TNERCO. Mathematically, it is denoted as 
FPERCO/(FPERCO+TNERCO). False Discovery RERCO is the number of FPERCO divided by the 
summation of number of FPERCO and TPERCO. Mathematically, it is denoted as 
FPERCO/(FPERCO+TPERCO). False Negative RERCO is the number of FNERCO divided by the 
summation of number of FNERCO and TPERCO. Mathematically, it is denoted as 
FNERCO/(FNERCO+TPERCO). Accuracy is defined as the measure that finds how close the actual and 
predicted relationships are similar. Mathematically, it is represented as 
(TPERCO+TNERCO)/(TPERCO+TNERCO+FNERCO+FPERCO). F1-Score is calculated using 
precision and recall for evaluating the relationships extracted. Mathematically, it is represented as 
(2*TPERCO)/(2*TPERCO+FPERCO+FNERCO). Matthews Correlation Coefficient measures the 
quality of the domain relationships extraction methodology. It is mathematically expressed as, 
(TPERCO*TNERCO-FPERCO*FNERCO)/ [sqrt[ (TPERCO+ 
FPERCO)*(TPERCO+FNERCO)*(TNERCO+FPERCO)*(TNERCO+FNERCO)]]. After assessing the 
proposed relationship extraction method and ontology constructed using these evaluation metrics the 
results are shown in Table 2.   
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Table 2. Evaluation for Agriculture term extraction and relationship extraction with ontology 
construction.  

 

Evaluation Metric 

Term Extraction Using 
Pretrained BERT Model + 
RE 

Relationship Extraction and 
Ontology Construction Using 
BiLSTM Model + RE 

Sensitivity or Recall 0.9740 0.9672 

Specificity 0.9773 0.9600 

Precision 0.9868 0.9833 

Negative Predictive Value 0.9556 0.9231 

False Positive Rate 0.0227 0.0400 

False Discovery Rate 0.0132 0.0167 

False Negative rate 0.0260 0.0328 

Accuracy 0.9752 0.9651 

F1 Score 0.9804 0.9752 

Matthews Correlation 
Coefficient 0.9468 0.9168 

After developing the domain based ontologies, the proposed AOQAS is framed. The Table 3 provides 
the output of the AOQAS for the sample data. 

Table 3. Output of the AOQAS with respect to the sample data. 

Question Formulated 
Question 

Entity and 
Relationship 
Extraction 

Entity 
Type, Sub 
type 

Answer 
Tag 
Type 

Answer CNN 
Response 

What is the 
types of 
toomtoes? 

What are the 
types of 
tomatoes? 

Tomatoes and 
Type of 

What 
What subject 

Beefsteak, roma, 
heirloom,Oxheart, 
standard globe, 
sungold 

Yes 

What are the 
cultivation 
period of 
beetroot? 

What is the 
cultivation 
period of 
beetroot? 

Beetroot And 
Cultivation 
period 

WhatWhen Date October to March Yes 

When does pady 
is cultivated? 

When does 
paddy is 
cultivated? 

Paddy And 
Cultivated 

When 

When 
Date Answer not 

available No 

Now, the proposed AOQAS work is assessed with the basic evaluation metrics (precision, recall, F1-
score and accuracy). The precision of AOQAS is the ratio of number of questions with correct answer to 
the number of questions with answer. The recall of AOQAS is the ratio of number of questions with 
correct answer to the total number of questions with correct answer and incorrect answer. F1 measure is 
the harmonic mean of precision and recall, which is mathematically represent as 
[2*[(precision*recall)/(precision+recall)]]. Accuracy is the ratio of number of questions with correct 
answer to the total number of questions. The AOQAS has precision of 98.69%, recall of 98.26%, f1-
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measure of 98.47% and an accuracy of 97.91%. The proposed QAS is then compared with the current 
systems. Ref. [45] has scored an accuracy of 97.83% with RNN and 96.97% with MLP. Ref. [46] 
employed LSTM with Word2Vec and had achieved an accuracy of 93.1%. Ref. [47] utilizing knowledge 
graph with NER and multilabel text classification have produced f1-score of 88%.  Ref. [48] used Support 
Vector Machine and K- Nearest Neighbor shows an f1-measure of 88%. The ADANS model [49] has 
gained the precision and recall of 86.7%. The Agribot [50] for Kisan Call Center dataset has increased 
the accuracy from 86% to 91% by varying the dimensions of the word vectors. The Agri-QAS [51] has 
scored a very low accuracy of 69%.Ref. [52] have generated question-answer pairs from documents and 
achieved an accuracy of 87.3%. Thus, by comparing to the existing systems, the AOQAS shows 
remarkable results.  

5. Conclusions 
The proposed AOQAS framework constructs ontology from the given input document by employing 

the BERT model with RE for term extraction and BiLSTM model with RE for relationship extraction. 
Next, for the given question, the answer is extracted from the ontology using question reformulation, 
question preprocessing with keyword inclusion, entity identification, relationship identification, query 
formation. After extracting the answer for the input question, the answer is validated with the help of the 
proposed CNN model. Finally, the proposed AOQAS model is assessed by utilizing the evaluation 
metrics and the AOQAS shows the promising results when it is compared with the current systems, with 
an accuracy of 97.91%. In future, the work can be improved by giving more complex questions and the 
system must be able to handle the telegraphic questions. Also, more relationships should be considered 
in the future for the creation of ontology. 
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