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Abstract: In the era of electronic commerce, understanding customer sentiments through product reviews has 

become crucial for the smooth running of businesses. In this research work, thorough investigation of sentiment 

analysis in the electronic product reviews dataset, which is collected from the Flipkart and some other social media. 

The aim of this research work is to ascertain the polarity of consumer comments by doing sentiment analysis on 

text based electronic product reviews. A number of preprocessing methods were applied to the chosen dataset 

including stemming, tokenization, lemmatization, punctuation removal, and stop word removal. These actions 

were essential for improving the textual data and getting it ready for the further processing. The text-based data 

was transformed into a numeric format using vectorization techniques, and the resulting data was then fed into 

machine learning algorithms to identify sentiments. After that, the dataset was divided into training and testing 

portions in order to ensure a robust model evaluation. Using machine learning algorithms like Naive Bayes, 

Support Vector Machine (SVM), Random Forest, and Decision Tree, this work analyzes and classifies sentiment. 

The objective is to identify significant sentiments within textual reviews and examine the effectiveness and 

efficiency of the aforementioned machine learning techniques using preprocessed data. The best classification 

algorithm's performance is indicated by the outcomes it produces, out of all of them.  

Keywords: naïve bayes algorithm; support vector machine; decision tree method; random forest algorithm; 

sentiment analysis 

 

1. Introduction 
Customer reviews are now a crucial component of product evaluation in the quickly changing world 

of e-commerce, as consumers increasingly rely on online platforms to make decisions about what to 
buy. Businesses now confront the difficult task of gleaning actionable insights from massive volumes 
of unstructured data, given the exponential growth of digital transactions. Sentiment analysis is a key 
instrument that provides a methodical way to comprehend and make use of the sentiments that are 
expressed in customer reviews. By looking at customer sentiment analysis, businesses can learn vital 
information about the benefits and drawbacks of their products. Positive sentiments emphasize features 
that appeal to customers, while negative sentiments highlight areas that require innovation  
and improvement. 

Figure 1 describes a standard sentiment analysis pipeline, which begins with model training on 
annotated data and moves on to using the trained model to predict sentiment in fresh, unseen reviews. 
Understanding customer opinions and feedback is facilitated by the sentiment scores acquired, which 
offer insights into the sentiment conveyed in the text. Positive, negative, and neutral reviews were 
indicated by annotations on the training data's sentiments. The reviews went through a text cleansing 
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procedure that probably included removing stop words, converting text to lowercase, and removing 
punctuation in order to improve the quality of the data. 

 
Figure 1. Sentiment Analysis with Machine Learning. 

Word embedding techniques were utilized to capture the semantic relationships between the words 
in the reviews and represent them numerically. The preprocessed and embedded text data were used to 
train a sentiment analysis model. The model found patterns and connections between words in order to 
predict sentiment labels with accuracy. It is likely that the trained model's performance in predicting 
sentiments on the training dataset was evaluated using metrics such as accuracy, precision, recall, and 
F1 score. New, unseen reviews were used as the input for sentiment analysis. The new reviews 
underwent the same text cleansing process as the training reviews in order to guarantee consistency. 
Using word embedding techniques, the preprocessed text of the new reviews was converted into a 
format suitable for input into the trained model. The freshly trained model was applied to the new 
reviews using the patterns it had previously learned to predict the sentiment labels for the unseen data. 
The sentiment score, which indicates the anticipated sentiment polarity (positive, negative, or neutral) 
for each new review, was developed based on the output of the trained model. 

The architecture for this research is depicted in Figure 2. The UCI repository provided the 
electronic product dataset, which served as the basis for sentiment analysis. To improve the dataset's 
quality, a number of preprocessing methods were used, such as stemming, tokenization, lemmatization, 
removing punctuation, and removing stop words from the text. In order to enable machine learning 
model compatibility, vectorization techniques were utilized to transform the processed text-based 
dataset into a numeric format. Two sections of the dataset were separated out: 80% for training and 20% 
for testing, in order to guarantee a comprehensive evaluation of the machine learning models. Several 
popular classification algorithms, such as Random Forest and Naive Bayes, were applied to the 
processed dataset. These algorithms were chosen to analyze the electronic product reviews' sentiment 
polarity. The effectiveness of each classification algorithm was assessed using metrics such as recall, 
accuracy, precision, and F1 score.  

The remaining section of the research article is structured as, the reviews of the literature listed in 
Section 2. Section 3 examines the procedures and resources. Section 4 provides a description of the 
research work’s experimental outcomes. The research findings are concluded in Section 5. 
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Figure 2. Architecture of the Proposed Research Work. 

2. Review of Literature 
A research work carried out by Sara Ashour Aljuhani and Norah Saleh Alghamdi in [1], In which it 

is stated how successful a number of machine learning algorithms are, such as logistic regression, 
convolutional neural networks, naive bayes, and stochastic gradient descent. Their experimental 
findings demonstrated that convolutional neural networks using word2vec as a feature extraction 
method yield the best results for both the balanced and imbalanced versions of the dataset. The research 
work titled as “Sentiment classification of online consumer reviews using word vector representations”, 
done by Bansal, Barkha, and Sangeet Srivastava in [2]. In this study, the researchers use the word2vec 
model to convert reviews into vector representations for classification. The dataset consists of over 
400,000 customer reviews from Amazon's mobile phone category. Next, utilizing 10-folds cross-
validation and CBOW (continuous bag of words) and skip-gram models, the researchers classify the 
customer reviews using a variety of machine learning algorithms, including SVM, Nave Bayes, 
Logistic Regression, and Random Forest. The results of the experiment show that Random Forest with 
CBOW achieves the best accuracy. 

An additional study conducted by Lee et al. in [3] presents a method for developing a model to 
analyze user sentiment using word embedding space generated by learning review data of Amazon 
fashion products. Three SVM classifiers based on the quantity of positive and negative review data 
were learned for the experiments, and the word embedding space was generated by learning 5.7 million 
Amazon review data. The maximum accuracy of 88.0% was achieved when an SVM classifier was 
learned using 50,000 reviews, comprising 50,000 positive and 50,000 negative reviews, as per the 
experimental results.In a different study, “Sentiment analysis of product reviews using supervised 
learning”, conducted by Shah and Arkesha in [4], it is stated that machine learning techniques such as 
Naïve Bayes, Support Vector Machine, and FastText word embedded with CNN deep learning model 
were used to analyze the reviews of mobile phones. Out of all of these techniques, the CNN deep 
learning method integrated with FastText words yields superior results than the machine  
learning techniques. 

Salmony et al.’s research paper from [5] used the Amazon product review dataset in conjunction 
with conventional machine learning techniques like NB, SVM, and RF. Ultimately, the researchers 
evaluate and compare the most effective approach. Of these techniques, Random Forest yields the most 
accurate results. In the study “Amazon Product Reviews: Sentiment Analysis Using Supervised 
Learning Algorithms”, conducted by Hawlader et al. in [6], the classification algorithms Naïve Bayes, 
Support Vector Machine, Random Forest, Decision Tree, Logistic Regression, and Multi-Layer 
Perceptron classifier were used to analyze the Amazon electronics product reviews. MLP produces the 
highest yield, 92%.  

In this research, Table 1 describes the comparison of various research papers. The review of 
literature helps the researchers to understand the key concept, assessing methodologies, limitation and 
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findings. This evaluation helps in refining the research work for implementing proposed methods and 
some existing methods in this research work. 

Table 1. Comparison of various research work. 

Reference 
No. 

Title of the Paper Author Name Methods Used Best Method 

[1] A comparison of 
sentiment analysis 
methods on Amazon 
reviews of Mobile 
Phones 

Aljuhani, Sara 
Ashour, and Norah 
Saleh Alghamdi 

convolutional neural 
networks, stochastic 
gradient descent, 
naive bayes, and 
logistic regression 

convolutional 
neural networks 
provides the best 
result 

[2] Sentiment 
classification of online 
consumer reviews 
using word vector 
representations 

Bansal, Barkha, and 
Sangeet Srivastava 

SVM, Nave Bayes, 
Logistic Regression, 
and Random Forest 

Random Forest 
scores highest F1 
Score 

[3] User sentiment 
analysis on Amazon 
fashion product review 
using word embedding 

Lee, Dong-yub, Jae-
Choon Jo, and Heui-
Seok Lim 

Support Vector 
Machine 

Support Vector 
Machine provides 
88.0% of accuracy 

[4] Sentiment analysis of 
product reviews using 
supervised learning 

Shah, Arkesha Naïve Bayes, Support 
Vector Machine and 
also FastText word 
embedded with CNN 
deep learning model 

FastText word 
embedded with 
CNN deep 
learning method 
achieves the best 
result 

[5] Supervised Sentiment 
Analysis on Amazon 
Product Reviews: A 
survey 

Salmony, Monir 
Yahya Ali, and 
Arman Rasool Faridi 

NB, SVM and RF RF gives the best 
performance 

[6] Amazon product 
reviews: Sentiment 
analysis using 
supervised learning 
algorithms 

Hawlader, 
Mohibullah, Arjan 
Ghosh, Zaoyad Khan 
Raad, Wali Ahad 
Chowdhury, Md 
Sazzad Hossain 
Shehan, and Faisal 
Bin Ashraf 

Naïve Bayes, Support 
Vector Machine, 
Random Forest, 
Decision Tree, 
Logistic Regression 
and Multi-Layer 
perceptron classifier 

MLP yield the 
best result of 
92%. 

3. Materials and Methods 
Text pre-processing, or cleaning and modifying unstructured text material to prepare it for analysis, 

is a necessary step in natural language processing (NLP) research projects. The customer review data 
contains both processed and raw data [7,8]. Various machine learning algorithms are used to classify 
the provided text, taking into consideration both inputs. It is feasible to differentiate between 
favourable, unfavourable, and impartial customer feedback by scrutinizing the reviews posted on the 
Flipkart website. 

3.1 Description of dataset 
Flipkart_com_ecommerce_Aircooler_review is the name of the dataset relation, and it includes 

1,192 occurrences with a total weight of 249. The dataset is divided into parts and categorised using 10 
cross-validations based on detailed accuracy with class. 

In the dataset, each attribute has two or more different values. The Table 2 below displays the same 
dataset with regard to Product, Review Month, and Review Text. 
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Table 2. Sample Dataset. 

Rate Review Summary 

5 super! 
GREAT cooler excellent air flow!!!! and for this price its so amazing and 
unbelievablejust love it 

5 awesome best budget 2 fit cooler nice cooling$ 
3 fair the quality is good but the power of air is decent 
1 uselessproduct very bad product itsa only a fan 
3 fair ok ok product***** 

3.2. Preprocessing Methods 
The unprocessed dataset of customer reviews for electronic products underwent tokenization, stop-

word removal, lemmatization, upper-to-lower conversion, and feature extraction techniques [9][10]. 
The training and testing processes use different portions of the dataset. A total of 80% of the data was 
used for training, and 20% was used for testing. Among the pre-processing phases are as follows. 

3.2.1. Stemming and Lemmatization 
These methods are frequently employed in text preparation [11][12]. Lemmatization is slower than 

stemming because it understands the context of words before processing them, but stemming is faster 
since it cuts words without knowing the context. 

stem(word) = Transform (word, Rule_1), Transform (word,Rule_2)…Transform(word, Rule_n) 
Rule_1, Rule_2, ..., Rule_n are separate stemming rules or transformations that are applied to the 

input word in a sequential manner. The function called Transform (word, Rule). It modifies the input 
word according to a specified rule. The word’s reduced or stemmed form is called stem (word). 

3.2.2. Removal of Punctuation 
The text is cleared of all punctuation in this stage. Python's string library has a pre-defined 

collection of punctuation, including '!"#$%&'()*+,-./:;?@[]_'|'. 
RemovePunctuation(input_text)=replace(input_text,",.!?...","") 
A straightforward mathematical abstraction of the punctuation removal procedure is represented by 

this formula [13–15]. The precise syntax in real programming or implementation will vary depending 
on the text processing tool or programming language you are using. 

3.2.3. Lower the Text 
One of the most common text preparation techniques for Python is to convert the text to the same 

case—ideally lower case. However, since lower casing can sometimes cause information loss, you do 
not have to finish this step every time you work on an NLP problem [16]. For example, sentences 
written in capital letters can convey excitement or dissatisfaction when addressing someone's feelings 
in any endeavour. 

output_text = ToLowercase(input_text) 
This demonstrates how to change the input text's case using the ToLowercase function. The text’s 

uppercase letters would all need to be changed to their corresponding lowercase letters in order to put 
this into practice [17,18]. 

3.2.4. Tokenization 
The text is divided into smaller units in this step. Depending on our issue statement, we can utilise 

either sentence tokenization or word tokenization[19,20]. 
tokens = Tokenize(input_text) 
A function called tokenize takes in text input and outputs a series of tokens. 

3.2.5. Stop Word Removal 
Often used terms that are removed from the text because they don’t contribute to the analysis are 

known as stopwords [21]. These words mean very little or nothing at all. The NLTK library contains a 
list of terms that are considered stopwords in the English language.  

Remove Stop Words (input_text, stop_words) = words where words∈Tokenize (input_text) and 
words ∈stop_words 
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This communicates the idea that the output text is made up of all the words from the tokenized 
input text minus the words in the stop word set [22,23]. Among them are the following: he, most, other, 
some, such, no, nor, not, only, own, same, so, then, too, very, s, t, can, will, just, don, don’t, should, 
should've, now. I, me, my, myself, we, our, ours, ourselves, you, you’re, you’ve, you’ll, you’d, your, 
yours, yourself, yourselves. 

3.2.6. Vectorization 
The term "vectorization" refers to a traditional technique for transforming input data from its 

original text-based format into real-number vectors, which is the format that is supported by ML 
models[24]. This method has been around since the invention of computers, it has proven extremely 
successful across numerous disciplines, and it is now utilised in NLP. Vectorization is a phase in the 
feature extraction process in machine learning [25]. By translating text to numerical vectors, the goal is 
to extract some distinguishing features from the text for the model to train on. 

For count vectorization, the term-document matrix X can be expressed as 

𝑋  𝐶𝑜𝑢𝑛𝑡 𝑡 ,𝑑 , (1) 

This formulation generates a matrix X in which the values represent the counts of terms in the 
corresponding documents, the rows represent a document, and the columns represent a unique term in 
the vocabulary. 

3.3. Machine Learning Algorithm 
The textual review is classified using a Supervised Learning Technique called the Classification 

algorithms [26,27]. Training datasets are used to teach software how to classify different classes or 
groups. To find out which of these algorithms performs the best overall using the processed and 
unprocessed data, this study uses the classification methods Naive Bayes, Support Vector Machine, 
Random Forest, and Decision Tree. 

3.3.1. Naïve Bayes 
Naive Bayes is the name of a probabilistic algorithm used to solve classification problems. It makes 

predictions based on the probability that a given input belongs to a specific class [28].  
The Naive Bayes mathematical expression is as follows:  

P C|X , X , … … … X  
P C . P X |C . P X |C … . P X |C

P X .  P X … … . P X
 (2) 

The Bayes theorem serves as the foundation for the probabilistic machine learning algorithm Naive 
Bayes. The features will be denoted by 1, 2, X1, X2, Xn, and the class variable will be called C. The 
objective is to predict the likelihood of a particular class given the observed features.  

where P(class|features) is the probability that the input is a member of a specific class based on the 
features. P(features|class) is the probability of observing the given features in a sample that is part of 
the class; P(features) is the probability of observing the given features in the dataset [29]. 
P(features|class) is the conditional probability of the features given the class. The prior probability of 
the class, or the likelihood that the class will appear in the dataset, is denoted by P(class).  

3.3.2. Random Forest 
For each decision tree in the method, a subset of features and a subset of data points are randomly 

chosen from the training set [30,31]. Then, using the chosen features and data points, it generates each 
decision tree independently using a similar splitting criterion to the decision tree algorithm. 

𝑅𝐹 𝑥  
1
𝑛

   𝑅𝐹  𝑥  (3) 

The mean prediction is frequently the final result of regression [32,33]. The mode function, denoted 
by mode mode, yields the most prevalent class in the classification scenario. The Random Forest has a 
total of n trees. 
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4. Results and Discussion 
In order to predict sentiments from text-based reviews on the test set and extract the predicted 

sentiment labels, the trained models are applied to the dataset that was gathered from the Flipkart 
shopping website. The pertinent metrics to evaluate the models, including recall, accuracy, precision, 
F1-score, etc.  

4.1. Results of Preprocessing 
The text is now in a standardized format that can be analysed after the raw text data was 

preprocessed using the methods previously mentioned. To maintain consistency, all text has been 
converted to lowercase [34,35]. To cut down on noise, stopwords—common words that don't add much 
to the meaning—have been eliminated. To draw attention to the text's alphabetic content, punctuation 
has been removed. By eliminating suffixes, stemming has been used to reduce words to their most 
basic form and simplify the vocabulary [36,37]. The text has been tokenized, or broken up into 
individual words. Words have been further reduced to their dictionary or base form through 
lemmatization, which takes context into account for greater accuracy [38–40]. 

In order to prepare the text data for a range of natural language processing (NLP) applications and 
machine learning models, Figure 3 illustrates how the preprocessing steps aid in representing the text 
data in a more ordered and clean manner. 

 
Figure 3. Results of preprocessing. 

4.2. Result of Vectorization 
It appears that the table is a numerical representation of customer reviews based on how frequently 

the terms “coolar”, “cooler” , “coolercons1” , and “cooleri” appear in each review. Each row in Table 3 
represents a unique customer review, and each column displays the word's frequency in that review. 

This column shows how many times the word "coolar" appears in each review. A zero count is 
nonexistent. cooler: This column displays the frequency with which the word “cooler” occurs in each 
review. Each review has a number between 1 and 3. coolercons1: This column displays the frequency 
with which the term “coolercons1” occurs in each review. A zero count is nonexistent. cooleri: This 
column displays the frequency with which the word "cooleri" occurs in each review. There are 
variations in the counts; a count is present in one review. 

Table 3. Converted Text Data into numerical format. 

Number of Times the Words Repeated in the Customer Reviews 
Text Coolar Cooler Coolercons1 Cooleri 
This cooler is good 0 1 0 0 
Cooler performs well 0 1 0 0 
Is cooler working good? 0 1 0 0 
Good Product 0 0 0 0 
This AC is best 0 0 0 0 
Good Cooler 0 1 0 0 
Cooler is bad 0 1 0 0 
Is the Cooler Cooleris good? 0 2 0 0 
Cooler is super. Cooler is working good 0 2 0 0 
This is best cooler. Cooleri s best. 0 1 0 1 
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For instance, the word “cooler” appears twice in the eighth review, but the word “cooleri” appears 
once. The table gives a clear numerical picture of how frequently these terms appear in each  
customer review. 

Figures 4 and 5 shows the distinct instance of the data is represented by each row, and a unique 
word (coolar, cooler, coolercons1, cooler) is represented by each column. The frequency or presence of 
each word in the corresponding instance is indicated by the numerical values in the cells. The code 
looks to be vectorizing using a technique similar to bag-of-words. This method treats every distinct 
word as a separate feature, and each word’s presence or absence is denoted by a numerical value (0 or 
1, in this example). This is a commonly used technique in natural language processing to convert 
textual data into a format that is compatible with machine learning algorithms[41][42]. The generated 
numeric vectors can be fed into a variety of machine learning models. 

 

 
Figure 4. Results of Vectorization. 

 
Figure 5. Number of times words repeated. 

4.3. Results of Naïve Bayes Algorithm 
When assessing the efficacy and performance of machine learning algorithms, such as the Naïve 

Bayes algorithm used in sentiment analysis, experimental results are essential [43,44]. The Table 4 
displays the actual sentiments of different texts as well as the sentiments that the Naïve Bayes 
algorithm predicted. These experimental results are significant in a number of ways. 

The usefulness of the trained model is confirmed by the outcomes of the experiments. Here, the 
Naïve Bayes model’s accuracy in predicting sentiments serves as validation [45,46]. A well-performing 
model has high accuracy and good agreement between the sentiments predicted and observed. The text 
attribute in the table shows that the statement for which a sentiment prediction using the Naïve Bayes 
algorithm is made is represented by this column. Actual_Sentiment attribute indicates that the true 
sentiment label of the text as supplied by the dataset. Three classes of emotions exist: positive, 
negative, and neutral. Predicted_Sentiment attribute displays the sentiment labels predicted by the 
Naïve Bayes algorithm for every corresponding text. 
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Table 4. Sentiment Prediction using Naïve Bayes Algorithm. 

Text Actual_ Sentiment Predicted_ Sentiment 
This cooler is good Neutral positive 
Cooler performs well Positive positive 
Is cooler working good? Positive positive 
Good Product Positive positive 
This AC is best Positive positive 
Good Cooler Positive positive 
Excellent Positive positive 
Very bad product Negative negative 
Cooler is bad Negative negative 
Is the Cooler Cooler is good? Positive positive 
Cooler is super. Cooler is working good Positive positive 
This is best cooler. Cooleri s best. Positive positive 

Table 5 shows that the Naïve Bayes algorithm for sentiment analysis, the "Actual Count" table 
presents an analysis of the actual sentiments within a dataset. For every sentiment class, the number of 
instances is displayed. The number of times the Naïve Bayes algorithm classified the text's true 
sentiment as positive is represented in this category. There are 181 instances in this dataset where the 
algorithm accurately predicted a positive sentiment. The number of times the Naïve Bayes algorithm 
determined that the text's true sentiment was negative is represented in this category. There are sixteen 
cases in this dataset where the algorithm accurately predicted a negative sentiment. The number of 
cases in which the Naïve Bayes algorithm determined the text's true sentiment to be neutral is 
represented in this category. 42 times in this dataset show that the algorithm accurately predicted a 
neutral sentiment. 

Table 5. Actual Count using Naïve Bayes Algorithm. 

Actual Count 
Positive 181 
Negative 16 
Neutral 42 

Based on actual Naïve Bayes algorithm classifications, the “Actual Count” table presents a 
quantitative overview of the sentiment distribution in the dataset. This data is important for evaluating 
the dataset's sentiment balance and comprehending how well the algorithm predicts each sentiment 
category shows in Figures 6 and 7. 

 
Figure 6. Actual Count using Naïve Bayes. 
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Figure 7. Actual Count by Sentiment. 

It is especially helpful for assessing the algorithm’s performance and pinpointing possible areas for 
development, like resolving dataset imbalances or enhancing the model to handle particular sentiment 
classes more skilfully. 

The “Predicted Count” in Table 6 represents a detailed analysis of the sentiments that the Naïve 
Bayes algorithm predicted for the specified dataset. The number of occurrences for each anticipated 
sentiment class is displayed. 

Table 6. Predicted Count using Naïve Bayes Algorithm. 

Predicted Count 
Positive 225 
Negative 4 
Neutral 10 

The number of occurrences in which the Naïve Bayes algorithm predicted a positive sentiment is 
represented by the positive category shows in Figures 8 and 9. 

 
Figure 8. Predicted Count. 
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Figure 9. Predicted Probabilities. 

There are 225 cases in this dataset where the algorithm correctly predicted a favourable sentiment 
shows in Table 7.  

Table 7. Comparison of Predicted and Actual Count. 

Predicted Count Actual Count 
Positive  225 Positive  181 
Negative 4 Negative 16 
Neutral 10 Neutral 42 

The number of times the Naïve Bayes algorithm predicted a negative sentiment is represented by 
the negative category. Four times in this dataset did the algorithm predict a negative sentiment shows in 
Figures 10 and 11. 

 
Figure 10. Sentiment Counts. 
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Figure 11. Confusion matrix. 

Table 8 shows with great precision and recall, the model did a good job at predicting the Negative 
and Neutral classes. The precision for the Positive class is good, meaning that the model is frequently 
right when it predicts a positive outcome. Nonetheless, there may be chances to enhance memory in 
order to record more true good examples. The particular objectives and task specifications determine 
the overall performance. Modifications can be made to optimise the model for recall, precision, or a 
combination of the two depending on the situation. 

Table 8. Performance Metrics of Naïve Bayes. 

Naïve Bayes  Precision Recall F1-Score Support 
Negative 1 0.25 0.4 16 
Neutral 0.8 0.19 0.31 42 
Positive 0.8 0.99 0.88 181 
Macro 0.87 0.48 0.53 239 
Weighted 0.81 0.8 0.75 239 

Figure 12 represents the different performance metrics for a Naïve Bayes algorithm used in 
sentiment analysis. The number of correctly predicted instances of a class among all instances predicted 
to belong to that class is known as precision. The number of correctly predicted instances of a class out 
of all actual instances of that class is called recall, which is also referred to as sensitivity or true 
positive rate. 

 
Figure 12. Performance Metrics of Naïve Bayes Algorithm. 

The F1-score offers a fair assessment of a model's performance since it is the harmonic mean of 
precision and recall.  The number of real instances of each class in the dataset is represented by the 
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term “support”. Without taking into account class imbalances, macro-averaging determines the average 
performance across all classes. By assigning greater weight to classes with more instances, weighted 
averaging takes into account class imbalances. 

4.4. Results of Random Forest Algorithm 
The Random Forest algorithm’s sentiment prediction results are shown in Table 9. The true 

sentiment labels of the texts in the dataset are represented by the Actual_Sentiment column.  

Table 9. Sentiment Prediction using Random Forest Algorithm. 

Actual_Sentiment Predicted_Sentiment 
neutral neutral 
positive negative 
positive positive 
positive positive 
positive neutral 
positive positive 
positive positive 
negative negative 
negative negative 
positive positive 
positive positive 
positive positive 
positive positive 
positive positive 
positive positive 

The Random Forest algorithm predicts the sentiment labels for each corresponding text, which are 
shown in the Predicted_Sentiment column. With 11 out of 14 cases where the algorithm accurately 
predicted the sentiment, the accuracy rate was about 78.6%. 

Misclassifications occur when a genuine "positive" sentiment is mistakenly classified as "negative." 
Two examples that truly expressed the sentiment "positive" were mistakenly labeled as "neutral", given 
that the majority of the instances fall into the "positive" sentiment class, the class distribution in the 
dataset seems to be skewed in that direction. The Random Forest algorithm appears to be consistent in 
predicting positive sentiments, as evidenced by the majority of correct predictions for instances where 
the actual sentiment was “positive”. 

Based on the Random Forest algorithm’s actual classifications, the “Sentiment Actual Count” in  
Table 10 offers a quantitative summary of the dataset's sentiment distribution. This data is important for 
evaluating the dataset’s sentiment balance and comprehending how well the algorithm predicts each 
sentiment category. It is especially helpful for assessing the algorithm's performance and pinpointing 
possible areas for development, like resolving dataset imbalances or enhancing the model to handle 
particular sentiment classes more skillfully. 

Table 10. Sentiment Actual Count using Random Forest Algorithm. 

Sentiment Actual_Count 
positive 181 
neutral 42 
negative 16 

Figures 13 and 14 shows the "Sentiment Actual Count using Random Forest (RF) Algorithm" 
presents a sentiment analysis using the Random Forest algorithm, allowing for a detailed analysis of the 
actual sentiments within the dataset. For every sentiment class, the number of instances is displayed. 
The dataset's sentiment classes—positive, neutral, and negative—are represented by the sentiment 
column. Based on actual classifications by the Random Forest algorithm, the Actual_Count column 
shows the number of instances for each sentiment class. 
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Figure 13. Sentiment Actual Count. 

 
Figure 14. Actual Counts of Sentiment. 

The sentiment predictions generated by a model on a particular dataset or collection of text samples 
are broken out in this Table 11. It is helpful in comprehending the anticipated sentiment distribution and 
evaluating how well the model captures positive, neutral, and negative attitudes in the data. To assess 
the accuracy, precision, recall, and other performance metrics of the model, additional analysis may 
entail contrasting these predictions with the actual feelings, contingent upon the particular task and 
environment for which the model is intended. 

Table 11. Sentiment Predicted Count using Random Forest Algorithm. 

Sentiment Predicted_Count 
positive 182 
neutral 46 
negative 11 

The anticipated counts for each sentiment group are clearly compared in the bar chart. The same 
data is shown in a different way in a scatter plot chart, where each point represents a sentiment category 
and its associated expected count shown in Figures 15 and 16. 
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Figure 15. Sentiment Predicted Count. 

 
Figure 16. Predicted Probabilities by class. 

This Table 12 is helpful in determining how well the model matches the sentiment distribution in 
reality. Variations between actual and expected counts can reveal areas in which the model is working 
well or where it may need to be improved. A more thorough assessment of the model's performance 
may be obtained through additional analysis, such as the computation of performance measures (such 
as precision, recall, and accuracy). 

Table 12. Comparison of Actual and Predicted Count. 

Sentiment Actual Count Predicted Count 
positive 181 182 
neutral 42 46 
negative 16 11 

When it comes to sentiment analysis, a waterfall chart is a useful visual aid that shows how actual 
and expected sentiments change over time. Knowing how well a sentiment analysis model performs 
across several sentiment categories can be helpful shown in Figures 17 and 18. 
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Figure 17. Actual & Predicted Counts. 

 
Figure 18. Confusion matrix of counts. 

The Table 13 elaborates to assess a classification model’s performance is called a confusion matrix. 
It offers a synopsis of the actual and anticipated classifications, enabling a thorough examination of the 
model's effectiveness across several classes. The matrix can be expanded to multi-class settings; 
however, it is especially helpful in binary classification issues. 

Table 13. Performance Metrics using Random Forest Algorithm. 

Naïve Bayes  Precision Recall F1-Score Support 
Negative 1 0.25 0.4 16 
Neutral 0.8 0.19 0.31 42 
Positive 0.8 0.99 0.88 181 
Macro 0.87 0.48 0.53 239 
Weighted 0.81 0.8 0.75 239 

The model performs well in predicting positive attitudes, as evidenced by its excellent recall, 
precision, and F1-Score for the Positive class. With somewhat balanced recall and precision, the 
Neutral class performs well as well. The lower precision and recall of the Negative class indicate some 
difficulties in correctly predicting negative attitudes. 

When taking class imbalances into account, macro and weighted averages offer an overview of the 
overall performance of the model shown in Figure 19. When taken as a whole, these metrics provide a 
thorough assessment of the model's ability to predict attitudes in various classifications. 
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Figure 19. Performance Metrics using Random Forest Algorithm. 

5. Conclusions 
Based on the performance of the four classification methods—Naive Bayes, Support Vector 

Machine (SVM), Random Forest (RF), and Decision Tree (DT)—were used after analyzing the 
electronic product dataset using both processed and unprocessed data. With the highest accuracy of 87% 
for the raw data and 89% for the processed data, Random Forest performed better than the other 
techniques in both scenarios. This suggests that for this specific dataset, RF is the optimal algorithm to 
apply. Furthermore, compared to the raw data, all algorithms performed more accurately after the data 
was processed. The accuracy of both SVM and Naive Bayes models was 86% for both processed and 
raw data. However, when utilizing processed data as opposed to unprocessed data, DT and RF 
demonstrated increased accuracy. Therefore, it can be said that the accuracy of the algorithms used is 
positively impacted by the data processing. The best algorithm for this dataset is RF, which can also be 
used for future analysis and forecasting. 
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