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Abstract: Authorship analysis is generally performed to extract information about the author or authors of 

documents by examining the inherent features present within these texts. The significance of the authorship profiling 

task is escalating, particularly with the widespread rise in social media users and platforms. This research explores 

Multi-Task Learning (MTL) with transformers, focusing on refining and evaluating advanced pre-trained models for 

author profiling using Arabic tweets. ARBERT, MARBERT, AraBERT, and BERT base Arabic transformers 

undergo fine-tuning for binary classification tasks in Arabic tweet analysis. The study incorporates MTL by 

concurrently training models on tasks such as dialect identification, sentiment analysis, and topic classification to 

enhance overall performance. Parameter optimization plays a pivotal role, achieving reliable results with AraBERT 

demonstrating the highest F1 score on the test dataset. MTL integration showcases promising outcomes, reinforcing 

the transformers' efficacy in authorship profiling.  

Keywords: authorship profiling; Multi-Task Learning; AraBERT; BERT; transformer-models; deep learning; 
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1. Introduction 
The objective of author profiling is to address inquiries such as: how can we discern variations in 

writing styles on social networks among different demographics like gender, age groups, locations, or 
psychological profiles? By tackling these questions, we aim to resolve contemporary challenges within 
the social network era, such as combating fake news, detecting plagiarism, and optimizing marketing 
strategies. Gender detection stands out as one of the prominent sub-tasks in Author Profiling (AP) [1]. 
However, most research efforts in AP have focused on appropriately categorizing the author’s profile 
based on textual analysis [2]. 

With the robust advancement in computing power of contemporary hardware, pre-trained deep 
learning models, trained on vast datasets, have exhibited their superiority over conventional methods. 
This substantial progress primarily stems from the exceptional representational capacity of transformers 
and their variant architectures. Indeed, Transformers and their derivatives have showcased remarkable 
success as potent unsupervised or self-supervised pretraining frameworks across various natural language 
processing tasks. For instance, models like GPTs are trained in an autoregressive manner, predicting the 
next word within extensive text datasets. BERT, on the other hand, learns from data without explicit 
supervision, predicting masked words based on contextual cues. Devlin et al. [3] introduced a universal 
pre-training framework applicable to multiple downstream tasks, while Y. Liu et al. [4] proposed a robust 
variant of the original BERT [5]. 

Certainly, Transformer-based pre-trained language models have shown impressive performance in 
learning language representations from large amounts of unlabeled data, particularly in English and other 
high-resource languages. However, there is a crucial need to enhance their accuracy for Arabic gender 
identification tasks, particularly in the tokenization phase of data processing. Multi-Task Learning (MTL) 
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emerges as a pivotal approach to address this challenge by concurrently training models on multiple 
related tasks such as dialect identification, sentiment analysis, and topic classification. This simultaneous 
learning process allows the models to leverage shared knowledge and linguistic patterns across tasks, 
thereby potentially improving their effectiveness in Arabic gender identification. Indeed, models like 
AraBERT, MARBERT, and other transformer variants specifically tailored or trained for Arabic have 
demonstrated robust capabilities in understanding and generating Arabic text. They have excelled in 
various NLP tasks such as sentiment analysis, named entity recognition, machine translation, and 
document classification [6,7]. Integrating MTL not only enhances their performance but also underscores 
its significance in advancing the capabilities of transformer models for complex language tasks in Arabic. 

The rest of the paper is organized as follows. Section 2 discusses various studies in the domain of 
author profiling based on statistical and deep learning-based models. In Section 3, an author profiling 
method is proposed for a social media corpus with minimal manual intervention. We investigate 
ARBERT, MARBERT, AraBERT and BERT base Arabic transformers. Section 4 illustrates the  
results achieved. 

2. Related Works 
Natural Language Processing (NLP) operates within artificial intelligence, centering on the interface 

between computers and human language. Its scope encompasses various tasks like text understanding, 
language generation, machine translation, and sentiment analysis [8,9]. Within NLP, Authorship 
Profiling stands as one domain, involving the analysis of written text to unveil traits of the author, such 
as gender, age, writing style, or other demographics. While NLP techniques can be utilized in authorship 
profiling, it's important to note that they aren't interchangeable [10,11]. 

Authorship Profiling, a field with applications in forensic investigations, legal linguistics, and 
cybercrime, has seen significant advancements in recent years [12]. A range of studies have been 
observed in the related field of author profiling, that is, the computational task of learning author 
demographics from text such as gender, age, and others. 

The introduction of transformers has led to a paradigm shift in NLP, with the starting point for training 
models moving from specific to general-purpose pretrained architectures. The use of transformers in 
ASR has also been explored, with the proposal of replacing positional embedding with convolutional 
learned input representations [13,14]. Despite their success, the implementation of transformers in real-
world applications presents challenges such as computational efficiency, interpretability, and ethical 
considerations [15,16]. 

Devlin et al. [17] proved that the main challenge in NLP consists of the small quantity of the training 
data. To deal with this issue, authors suggested transformer-based models trained on huge unlabeled 
datasets (e.g., Wikipedia’s dataset). Thus, the authors were able to apply the pretrained models on smaller 
datasets without the need for developing training models from scratch. Even though the proposed 
technique provided high accuracy in executing various NLP tasks, “fine-tuning” should be performed on 
the pretrained models before being applied on smaller datasets. As example of the pretrained models, we 
can mention the bidirectional encoder representations from transformers (BERT) characterized by its 
directionality (i.e., it considers context when words have dual valence) Henry Tsai et al., [18].  

Recent research has made significant strides in author profiling using transformer models.  
Vaswani et al. [19] introduced a new language representation model called BERT, which stands for 

Bidirectional Encoder Representations from Transformers.  
Ai, M [20] demonstrated the effectiveness of contrastive training and BERT transformers in 

generating authorship embedding’s and verifying authorship. There methods have shown high accuracy 
in distinguishing between different authors. They achieved 94% accuracy when tasked to distinguish a 
text piece from a set of 100 authored texts. Vaswani et al. [21] presented BERT, an innovative language 
representation model acronymized as Bidirectional Encoder Representations from Transformers. BERT 
is engineered to pre-train deep bidirectional representations from unannotated text, incorporating both 
right and left context across all layers. This approach yielded remarkable advancements across eleven 
natural language processing tasks, elevating GLUE score to 80.5, MultiNLI accuracy to 86.7%, SQuAD 
v1.1 Test F1 to 93.2, and SQuAD v2.0 Test F1 to 83.1%. Radford et al. [22], employed unidirectional 
language models for pre-training, BERT utilizes masked language models, enabling the acquisition of 
deep bidirectional representations. Moreover, BERT minimizes the necessity for intricate, task-specific 
architectures. It emerges as the pioneering fine-tuning-based representation model, exhibiting state-of-
the-art performance across various sentence-level and token-level tasks, surpassing much task-specific 
architecture. 

Manolache et al. [23] introduced a dataset characterized by distinct input data distribution. They 
subsequently utilized this dataset to scrutinize the domain generalization proficiency of models under 
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low-data conditions, and the performance variations upon employing the proposed PAN-2020 splits for 
fine-tuning. Their findings illustrate that these splits enhance models' ability to transfer knowledge over 
significantly dissimilar datasets. 

Schlicht et al. [24] introduced a feature transformation method to address changes in an author’s 
writing style over time, improving the performance of author identification. These studies collectively 
highlight the potential of transformer-based models in author profiling tasks. Some authors provided 
comprehensive overviews of the methodologies and techniques used in authorship analysis, with Misini 
specifically focusing on stylometric features and classification methods [25].  

Zhang et al. [26] delved into the practical applications of authorship analysis, with Zhang proposing 
a framework for tracing cyber criminals through their online messages and Tamboli discussing the use 
of behavioral feature extraction and classification in authorship analysis and identification.  

Grivas et al. [27] further enhanced the predictive power of these features by combining them with 
appropriate preprocessing steps, achieving successful gender, age, and personality prediction. They 
suggested a systematic categorization of features paired with tailored preprocessing procedures for each 
category. Their approach involved two main groups: stylometric and structural features, which 
encompassed trigrams and counts of Twitter-specific attributes, among others. Gender and age prediction 
were treated as classification tasks, while personality prediction was approached as a regression problem. 
Support Vector Machines (SVMs) were employed for gender and age classification, and Support Vector 
Machine Regression was utilized for personality prediction. These algorithms were applied to documents 
formed by aggregating the tweets of individual users. Ray et al. [28] addressed the high dimensionality 
features by proposing a new approach that aggregates term weights to capture the relationship between 
them. They proposed approach to address the high dimensionality feature space problem by aggregating 
the term weights to find the weight of a document against the profile of the authors. The proposed 
approach was experimented on reviews domain to predict the gender and age group of the authors using 
accuracy as a measure. 

Bassem et al. [29] utilized a neural network (NN) model with Gated Recurrent Units (GRU) to 
ascertain the authors' identities by analyzing their Facebook and Twitter posts. The NNP model's input 
underwent preprocessing and was segmented into two distinct layers: the embedding layer and the 
stylometric features extraction phase. Specifically, the output of the embedding layer was connected to 
a bidirectional GRU layer, followed by an activation layer. Meanwhile, the stylometric features were 
normalized and directly appended to the same activation layer employed after the GRU layer. Despite 
their efforts, the authors found that their results fell short compared to the superior findings reported by 
Basile et al. in PAN’ AP (2017). 

Furthermore, Estruch et al. [30] advanced an early fusion model, enhancing fusion after the  
decision-level single-source classification. Achieving a remarkable 91% Gender Identification (GI) 

accuracy on an English dataset sourced from Foursquare, Instagram, and Twitter in Singapore. Alvarez-
Carmona et al. [31] introduced a method to assess authors' genders using multi-modal information, 
encompassing both texts and images. This approach involved learning multimodal representations using 
Gated Multimodal Units (GMUs). Impressively, accuracy rates of 0.74 and 0.81 were achieved in the 
multi-modal scenario for English, Spanish, and Arabic datasets, respectively. Moreover, the gold 
standard data was translated by Veenhoven et al. [32] into the language of interest. Bi-LSTM and CNN 
architectures were also utilized to solve the GI problem by considering PAN-AP (2018) dataset. By 
considering the RNN, the highest obtained GI accuracy was equal to 79.3%, 80.4% and 74.9% for 
English, Spanish and Arabic languages, respectively. 

A. Conneau et al. [33], in 2019, train a transformer based masked language model on one hundred 
languages, using more than two terabytes of filtered CommonCrawl data. They dubbed XLM-R, 
significantly outperforms multilingual BERT (mBERT) on a variety of cross-lingual benchmarks, 
including +14.6% average accuracy on XNLI, +13% average F1 score on MLQA, and +2.4% F1 score 
on NER. XLM-R performs particularly well on low-resource languages, improving 15.7% in XNLI 
accuracy for Swahili and 11.4% for Urdu over previous XLM models. 

For Arabic language, Mageed et al. [34] introduced the AraT5 model, a text-to-text transformer that 
outperformed the multilingual T5 model and the MARBERT model in both language understanding and 
generation tasks. This was further improved upon by Antoun et al. [35] with the development of 
AraGPT2, a pre-trained transformer specifically designed for Arabic language generation. They 
developed the first advanced model, AraGPT2, trained from scratch on a large Arabic corpus of internet 
text and news articles. Our largest model, AraGPT2-mega, has 1.46 billion parameters, which makes it 
the largest Arabic language model available. 

Bsir et al. [36] fine-tuned Ara-BERTv2-large model and they achieved higher accuracy (79.7%) on 
the test data set compared to XLM-RoBERTa (76.8%), their results from the conducted experiments 
demonstrated that the developed Ara-BERTv2-large achieved state-of-the-art performance on  
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Arabic datasets. 
Multilingual Language Models (LMs) are a crucial asset in the realm of Natural Language Processing 

(NLP). Among these, mBERT stands out as the multilingual adaptation of BERT [37], renowned for its 
encoder model architecture incorporating bidirectional representations from Transformers. Trained with 
a denoising objective, mBERT has undergone extensive training on Wikipedia, covering a staggering 
104 languages, including Arabic. Similarly, XLM-R, another notable player in the multilingual LM arena, 
follows a Transformer-based approach, serving as a masked language model trained on an extensive 
dataset exceeding 2TB of CommonCrawl (CC) data spanning 100 languages. This includes 
comprehensive coverage for Arabic, totaling 2.9 billion tokens. On the Arabic-specific front, AraBERT 
emerges as a dedicated pre-trained language model tailored specifically for Arabic text processing. Built 
upon the BERTBase architecture, AraBERT draws its strength from a substantial corpus of 24GB of 
Modern Standard Arabic (MSA) data.  

In addition, ARBERT and MARBERT, spearheaded by Mageed et al. [38], offer specialized BERT-
based models catering to Arabic language processing. ARBERT is finely tuned for MSA, leveraging a 
dataset of 61 GB, while MARBERT extends its scope to encompass both MSA and dialects, harnessing 
a corpus of 128 GB. In fact, transfer learning encompasses various approaches aimed at leveraging prior 
knowledge or experience to enhance learning in new domains. These approaches, often termed 
differently by different authors, include multitask learning, lifelong learning, knowledge transfer, 
knowledge consolidation, model adaptation, concept drift, and covariance shift, among others. While 
some researchers distinguish between these methods, considering them as distinct approaches, others 
view transfer learning and multitask learning as interchangeable concepts. However, from our 
perspective, these methods can be seen as specific implementations of transfer learning tailored to 
different circumstances or methodologies [39]. For instance, model adaptation suits scenarios where 
there's a clear disparity in data distributions between the source and target domains, whereas covariance 
drift addresses situations where distributional changes occur gradually. Similarly, knowledge transfer 
occurs when models are sequentially trained from a source to a target, contrasting with multitask learning 
where both source and target models are trained concurrently. Despite their differences, the overarching 
objective of these methods remains consistent: transferring knowledge from external sources to improve 
the current learning task, leading to benefits such as accelerated convergence, more robust models, and 
reduced sensitivity to data variations. Transfer learning can be classified into several categories based on 
the conditions under which they are applied. Following the taxonomy proposed by Pan and Yang, we 
consider data and task as two primary factors influencing transfer learning. The data condition involves 
the feature space (e.g., audio or text) and its distribution (e.g., financial news or scientific papers), while 
the task condition pertains to the label space (e.g., speech phones or speaker identity) and the model 
employed (e.g., probabilistic models or neural models). 

BERT-Base: Velankar et al. [40] introduced bidirectional Encoder Representation from Transformers 
(BERT) aims to train bidirectional representations from unlabeled datasets, capitalizing on collaborative 
left and right context phenomena across all layers. Despite its simplicity, BERT yields powerful results 
across various machine learning tasks. Fine-tuning a BERT model only requires adding a single layer for 
each new task, making it highly adaptable. Utilizing a masked language model (MLM), BERT masks 
random words from input and predicts their IDs based on contextual information from both left and right 
contexts, enhancing the training of bidirectional models. Additionally, BERT incorporates next sentence 
prediction (NSP). BERT-Base, although smaller in size compared to other models, offers faster 
computation, affordability, and robust performance.  

BERT-Large: Like BERT-Base but with a larger size, BERT-Large is more computationally intensive 
and suitable for handling larger datasets. It has been applied in various tasks such as processing COVID-
19-related content on Twitter, offensive tweet classification, and mental illness detection. Among 
different approaches, BERT-Large has demonstrated competitive performance, particularly excelling in 
syntactic abilities and classification tasks [41]. 

Butt et al. [42] proposed RoBERTa-Base an enhanced version of BERT, incorporating advancements 
such as training on more data with larger batch sizes, eliminating next sentence prediction, and adjusting 
masking patterns. While performing well across experimental setups, RoBERTa exhibits a stronger 
linguistic bias compared to BERT. It has been utilized in tasks like feature learning [43], mental illness 
detection, and informative tweet classification, showing superior performance. 

RoBERTa-Large: RoBERTa-Large, while offering enhanced capabilities, requires more 
computational resources compared to RoBERTa-Base. It has been applied in tasks such as dialog history 
attention-based response selection [44,45], medication detection on Twitter, Dutch language modeling, 
and eye-tracking prediction, demonstrating promising results in various domains. 

Victor Sanh et al. [46] introduced DistilBERT as a lighter and faster version of BERT; DistilBERT 
offers comparable language understanding with reduced computational requirements. It has been 
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employed in tasks like sociopolitical news classification, sentiment analysis, and answer selection 
mechanisms, showing significant performance improvements. Additionally, retraining DistilBERT on 
different datasets has enhanced downstream task performance. Joulin, A et al. [47].  

ALBERT-Base-v2: Collaboratively developed by Toyota Technologies and Google Research, 
ALBERT is a scalable successor to BERT, emphasizing faster training speeds and lower memory 
consumption. It has been applied in tasks such as contextualized sarcasm detection, fake news detection, 
and question answering on COVID-19, showcasing improved performance and efficiency.  
Kim. et al. [48]. 

XLM-RoBERTa-Base: This model combines RoBERTa with XLM-R, offering multilingual 
capabilities. It has been employed in tasks like offensive language detection, hope speech detection, and 
context disambiguation, demonstrating superior performance across multiple languages and domains. 
Lectra-Small: Proposed as an alternative to BERT’s Masked Language Modeling, Electra replaces tokens 
with alternative samples, reducing computational requirements. It has been used in tasks such as fake 
news profiling and multiword selection, showing competitive performance and efficiency [49]. 

BART-Large: Introduced by Facebook researchers, BART combines encoder-decoder architecture 
like BERT and GPT2, excelling in tasks like question answering and text summarization. It has been 
utilized in applications such as automated speech recognition, supervised topic label generation, and 
query suggestions, exhibiting improved understanding of noise and complex queries. Additionally, 
BART has been extended to tasks like visual common-sense generation and knowledge-grounded 
conversation, achieving promising results [50,51]. In fact, Lin, X. et al. [52] proposed a novel multi-facet 
paradigm, namely TransRec, to bridge the LLMs to recommendation. Specifically, TransRec employs 
multi-facet identifiers that incorporate ID, title, and attribute, achieving both distinctiveness and 
semantics. They introduced a specialized data structure for TransRec to guarantee the in-corpus identifier 
generation and adopt substring indexing to encourage LLMs to generate from any position. They 
implement TransRec on two backbone LLMs, i.e., BART-large and LLaMA-7B. 

3. Method 
Figure 1 illustrates the utilization of Multi-Task Learning (MTL) in our approach, where models are 

trained concurrently on interconnected tasks including dialect identification, sentiment analysis, and 
gender identification. Additionally, a multi-lingual transformer model was fine-tuned using a substantial 
Arabic corpus. 

 
Figure 1. The architecture of Multi-Task Learning of different transformers models Approach. 

By employing Multi-Task Learning (MTL), we integrated multiple pre-trained models into our 
approach to enhance the performance of gender identification during the fine-tuning process. Each pre-
trained model was adapted and optimized through MTL, leveraging shared knowledge across tasks such 
as dialect identification, sentiment analysis, and gender classification. This simultaneous training on 
related tasks allowed the models to learn diverse linguistic features and nuances, thereby improving their 
accuracy and robustness in gender identification tasks specific to Arabic text. 

3.1. Arbert 
ARBERT, an evolution of the BERT model, underwent training on an expansive corpus of Modern 

Standard Arabic, encompassing 61 GB of text, equivalent to 6.5 billion tokens. This corpus, meticulously 
curated from a myriad of sources including literary works, news articles, web-crawled data, and 
Wikipedia, served as the bedrock for ARBERT's robust architecture. Mageed et al. [53] led this endeavor, 
propelling ARBERT into the forefront of Arabic language processing. 
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3.2. Marbert 
MARBERT, a monumental feat in pre-trained language modeling, mirrors the foundational 

architecture of BERT base while achieving a groundbreaking milestone in Arabic text understanding. 
Enriched by a sprawling dataset comprising 128 GB of tweets from diverse Arabic dialects, MARBERT's 
training regimen was meticulously designed to preserve the authenticity of the original text. Minimal 
preprocessing was applied to maintain the essence of the tweets, ensuring a faithful representation of 
real-world language nuances. Mageed et al. [54] spearheaded this endeavor, propelling MARBERT as a 
cornerstone in Arabic natural language processing. 

3.3. AraBERT 
AraBERT stands as a testament to the ingenuity of BERT-based models in decoding the complexities 

of Modern Standard Arabic. Trained on a colossal dataset comprising 70 million sentences sourced from 
prominent Arabic repositories and news outlets, AraBERT underwent rigorous fine-tuning across 
multiple tasks including Sequence Classification, Named Entity Recognition, and Question Answering. 
W. Antoun et al. [55] meticulously engineered AraBERT to achieve state-of-the-art performance, 
extending its prowess even to Arabic dialects. 

3.4. Bert Base Arabic 
The inception of Bert base Arabic marks a significant advancement in Arabic language modeling, 

underpinned by a monumental corpus comprising 8.2 billion words drawn from diverse Arabic resources 
including OSCAR and recent dumps of Arabic Wikipedia. Safaya et al. [56] meticulously curated this 
vast dataset, employing meticulous preprocessing techniques to ensure its relevance and efficacy. 
Notably, this corpus encapsulates both Modern Standard Arabic and dialectical variations, thereby 
fortifying the model's adaptability to the dynamic landscape of Arabic language usage, particularly in 
social media contexts. 

4. Experimental Results: Automatic Evaluation 

4.1. Measures of Performance  
We will measure the performance of automatic key phrase extraction methods using precision (P), 

recall (R), and F1-score (F) metrics. To calculate the performance of a method, i.e., precision 
(respectively recall), we first calculated the precision (respectively recall) for each tweet, and then took 
the average of these values.  

4.2. Dataset 
The dataset, sourced from Twitter, constitutes a pivotal component of the author profiling task within 

PAN@CLEF 2018. Each tweet collection comprises Arabic texts authored by 2,400 individuals, with 
each author contributing 100 tweets. Notably, the corpus encompasses four distinct varieties of the Arabic 
language: Egyptian, Gulf, Levantine, and Maghrebi. 

4.3. Feature Extraction  
Feature extraction methods are: Bow, TF-IDF and word embeddings.  

- BOW: 

The Bag-of-Words (BOW) method operates by considering the context of each word as input and 
aims to predict the word corresponding to that context. Each word in the vocabulary (denoted by V) is 
represented as a one-hot encoded vector, where only one element is set to 1, indicating the presence of 
that word. This one-hot encoded vector serves as the input or context word.Next, the input vector is 
multiplied by a weight matrix (Wvn), which has dimensions V*N, where N represents the number of 
neurons in the hidden layer. This weight matrix maps the input vector to the hidden layer. In the hidden 
layer, each neuron computes a weighted sum of the input values, followed by the application of a non-
linear activation function, such as the sigmoid or ReLU function. These computations effectively 
transform the input data into a format that can capture complex patterns and relationships. In the final 
output layer, each neuron computes a weighted sum of the values from the hidden layer and applies the 
softmax function to produce a V-length vector. This vector contains the probabilities of each word being 
the target word, with higher probabilities indicating higher likelihoods. 

- TF-IDF 
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TF-IDF is a method used to reduce the impact of frequently occurring words in a text corpus that do 
not provide much useful information. Tf-idf is calculated by multiplying the term frequency (frequency 
of a word in a particular document) and inverse document frequency (occurrence of the word in all the 
documents in the corpus). After completing the pre-processing steps, we fit the dataset on the tf-idf model, 
to create an embedding vector for each book description. These vectors are stored in a feature matrix tf-
idf. When the query arrives from the user, it will be embedded in the same way as above, to generate 
embed query. Then it will be compared one after the other with tf-idf. Then the best three index is found 
from the distance matrix by compute the average of the cosine distance for each embedded sentence.  

- Word embeddings 

Word embeddings are dense, real-valued vectors that represent words in a continuous vector space, 
and are fundamental in natural language processing. Word2Vec is a widely-used technique for learning 
such embeddings. The Word2Vec algorithm employs a neural network model that can either predict a 
word given its context (continuous bag of words, CBOW) or predict the context given a word  
(skip-gram). 

In this work, we utilize the gensim library to train the Word2Vec model. To generate word 
embeddings, the model requires a vocabulary list of the words to be embedded. Training the model 
involves running it for a set number of epochs, during which the neural network weights are adjusted to 
accurately predict the context of a word given its surrounding words in the CBOW mode. While CBOW 
is the default training mode for Word2Vec, it can be switched to the skip-gram model as needed. 

4.4. Data Split 
This is a crucial step in the deep learning modeling process, where the dataset is divided into two sets: 

the training set and the test set. The training set is used to learn the relationships between different data 
features, while the test set is reserved for evaluating the model’s performance on unseen data. In our 
model, we split the dataset into two parts, allocating 20.00% for the test set and the remaining 80.00% 
for the training set. This division allows us to objectively evaluate the model’s performance once final 
adjustments have been made on the training set. 

4.5. Experimentation  
In our exploration of author profiling, we embarked on a journey to comprehend the transformative 

capabilities of transformer neural networks, recognizing their significant contributions to Natural 
Language Processing (NLP), particularly through Multi-Task Learning (MTL). Their versatility has 
enabled them to tackle a wide array of projects with remarkable efficiency and effectiveness. In our quest, 
we delved into comparing various transformer architectures for the task of author profiling. During our 
experiments, we initialized the word embedding matrix W with 300-dimensional Glove word 
embeddings. A fully connected layer preceding the softmax activation function was configured with a 
dimensionality of 100. To mitigate overfitting, dropout regularization with a rate of 0.4 was applied 
during training. Additionally, the weight and learning rate for center loss were set to 0.001 and 0.1, 
respectively.  

For training the models, we opted for Stochastic Gradient Descent (SGD) with an initial learning rate 
of 0.01 and a momentum of 0.9. To adaptively adjust the learning rate, we implemented a decay 
mechanism, reducing it by a factor of 0.9 after every 10 epochs if there was no improvement observed 
on the development set. The batch size was set to 100, and the models underwent training for a total of 
70 epochs. 

4.6. Preprocessing 
We apply our preprocessing function before training/testing on any dataset. We used the library 

farasapy. For segmentation, stemming, Part Of Speech tagging (POS tagging) and diacritization. 
Preprocessing is an essential step in almost any NLP tasks. It aims to eliminate the incomplete, noisy and 
inconsistent data. We followed these steps: 

- Removing URLs: Tweets can contain links, so we need to remove them because they don’t 
contribute to sentiment classification. 

- Removing usernames: Usersnames (@user) are also removed from the tweets. 
- Remove duplicated letters, as shown in Table 1: Some users, repeats some letters in a word as 

well as some digit in a number. For instance:” I love this phone soooooo much”. The writer tries 
to intensify its sentiment by repeating the letter “o” in the word “so”. The same behavior can be 
found in Arabic texts. It can lead to wrong results in the stage of processing while trying to get 
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the linguistic properties of the word. We replaced any letter that appears consecutively more than 
two times in a word by one letter.  

- Remove elongation, as shown in Table 2: In Arabic writing the shape of a letter can be modified 
with many techniques. One type is commonly used in typing which is the “Elongation” as shown 
in Table 2. 

Table 1. An example of an Arabic word with one duplicated letter. 

Method With Duplicated Letters Without Duplicated Letters 
Sentence Arabic  جميل  جميييييل 
Transliteration ǧmyyyyyl ǧmyl 
English Translation beautiful beautiful 

- Remove punctuation and non-Arabic symbols: we also removed punctuation and other symbols 
that can be found in some tweets.  

Also use the preprocess () function to reverse the preprocessing changes, by fixing the spacing around 
non alphabetical characters, and also segmenting if the model selected need pre-segmentation. 

Table 2. An example of an Arabic word with elongation on the letter "ـيـ". 

Method with Elongation Letters Without Elongation Letters 
Sentence Arabic  جميل  جميــــــــــ ل 
Transliteration ǧmyl ǧmyl 
English Translation beautiful beautiful 

4.7. Tokenization 
Tokenization serves as a cornerstone in the realm of Natural Language Processing (NLP), acting as 

the initial step in breaking down textual data into digestible units known as tokens.  
F. Rangel et al. [22, 23]. These tokens encapsulate the essence of the original text, representing either 
individual words or meaningful terms, thereby facilitating subsequent analysis and processing. 

In our research, we delve into the intricacies of tokenization, adopting a meticulous approach to 
segmenting text documents, paragraphs, or sentences into coherent units. Embracing the principles of the 
Apriori algorithm, our tokenization method is tailored to operate at the granular level of individual 
sentences, enabling fine-grained analysis and comprehension of linguistic structures. 

Within this experimental framework, we delineate three pivotal sub-stages: 

- Precision in punctuation: The initial phase involves the meticulous removal of punctuation marks, 
numerical digits, symbols, and extraneous non-Arabic characters. This process ensures the 
preservation of linguistic integrity while eliminating noise and distractions from the text corpus. 

- Strategic stop words removal, as shown in Table 3: Recognizing the ubiquity of stop words, such 
as prepositions, pronouns, and articles, we embark on a quest to cleanse the text of these redundant 
entities. By excising words like "ذلك", "ال", "من", "فوق", "على", which lack discriminatory power 
and contribute minimally to document distinction, we streamline the subsequent analysis, 
focusing solely on the salient content. 

- Lemmatization: Embracing the essence of linguistic variation, we embark on the transformative 
journey of lemmatization. This transformative process harmonizes the myriad inflectional forms 
of words, distilling them to their core essence represented by a lemma or dictionary form 

- . Through lemmatization, we transcend the complexities of linguistic diversity, enabling a unified 
and comprehensive analysis of textual data. 

In essence, our approach to tokenization transcends mere segmentation, evolving into a sophisticated 
framework that harmonizes linguistic precision with computational efficiency. Through meticulous 
attention to detail and adherence to methodological rigor, we pave the way for enhanced insights and 
deeper understanding within the realm of Natural Language Processing.  
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Table 3. Arabic negation words in our list. 

Negation word Transliteration-Translation Type 
 lA- Not/No preposition ال 
 ln- Not preposition  لن 
 lm- Not preposition لم
 lmA- Not preposition لما 
 mA- Not preposition ما
 Ġyra - But Noun غير 

4.8. Fine Tuning Models and Result  
The meticulous selection of values and hyperparameters was guided by an extensive process of 

iterative testing, where only configurations demonstrating superior performance were retained for further 
refinement. Throughout the pretraining phase, the models underwent fine-tuning with a set of carefully 
curated specifications: 

- Gated recurrent unit configurations included 256 units with a dropout rate of 0.3, 128 units with 
a dropout rate of 0.5, and 64 units with a dropout rate of 0.4. 

- Additionally, a 1-dimensional convolutional neural network with 64 units was employed to 
capture intricate patterns in the data. 

- To mitigate overfitting, dropout layers were strategically placed with dropout rates of 0.2 and 0.05 
at key junctions in the model architecture. 

- A pivotal step involved concatenating Global Average Pooling 1D and Global Maximum Pooling 
1D of the previous output, enriching the model's understanding of the data's global features. 

- Finally, a dense layer with a sigmoid activation function and a single unit culminated the model 
architecture, facilitating the classification task. 

These meticulously chosen values and hyperparameters reflect the culmination of rigorous 
experimentation and refinement, ensuring the model's efficacy and robust performance across diverse 
tasks and datasets. 

4.9. Discussion 
In the endeavor to identify author gender utilizing the PAN Dataset, our exploration involved the 

deployment of various language models, augmented by Multi-Task Learning (MTL). Notably, AraBERT 
emerged as the frontrunner, boasting a remarkable accuracy rate of 79%, a testament to its superior 
performance detailed in Figure 2. Following closely, ARBERT and MARBERT achieved commendable 
accuracy rates of 77%. 

AraBERT’s triumph underscores its unparalleled ability to discern the subtle linguistic nuances 
crucial for gender identification within Arabic text. Enhanced by Multi-Task Learning (MTL), AraBERT 
leverages shared knowledge across related tasks, allowing it to excel in this domain. In contrast, while 
BERT base Arabic exhibits bidirectional context comprehension, it may overlook the finer linguistic 
intricacies necessary for accurate gender classification. This inherent limitation could result in 
diminished accuracy or efficacy in gender classification endeavors, despite its language-specific fine-
tuning and bidirectional comprehension capabilities. Thus, AraBERT stands as a beacon of excellence, 
showcasing its unrivaled aptitude in navigating the complexities of Arabic linguistic structures and 
achieving remarkable success in author gender identification, further accentuated by the benefits of MTL. 

 
Figure 2. Performance of different Multi-Task Learning (MTL) models. 
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Training performance using AraBERT is depicted in Figure 2. A strategic approach unfolded, 
dedicating the initial 3 epochs to priming the GRU layers. During this phase, ARBERT remained 
immobile, its GRU layers imbued with knowledge at a learning rate of 1 × 10‒4. Subsequently, the 
narrative shifted as AraBERT unfurled its potential over the subsequent 12 epochs, unleashing its 
unfrozen prowess with a refined learning rate of 1 × 10‒5. Throughout this evolutionary process, we 
navigated with the aid of the Adam optimizer, steering through each epoch with a steadfast batch size of 
64, and harnessing the binary cross-entropy loss function to sculpt the model's trajectory. 

In the crucible of experimentation, AraBERT, with its monumental parameter count of 345 million, 
emerged as the beacon of excellence in gender detection within Arabic text. Its ascendancy over BERT 
base Arabic echoes the resonance of its enriched linguistic arsenal, meticulously crafted from a vast 
corpus spanning over 8.6 billion words. AraBERT's narrative is one of unparalleled efficacy, forged 
through the crucible of extensive linguistic exploration, ultimately converging toward superior 
performance outcomes. 

In comparison to Bsir et al. [57], who fine-tuned the Ara-BERTv2-large model, ur study demonstrates 
that AraBERT performs competitively, achieving high accuracy metrics similar to those reported by Bsir 
et al. for the Ara-BERTv2-large model. 

By leveraging Multi-Task Learning, AraBERT demonstrates competitive performance in our study, 
achieving an F1 score and accuracy of 0.799. This underscores AraBERT's robustness and effectiveness 
in authorship profiling tasks for Arabic text. MTL allows AraBERT to capitalize on shared knowledge 
across multiple related tasks, thereby enhancing its overall performance and efficacy in addressing 
diverse linguistic nuances inherent in authorship identification. These findings highlight AraBERT's 
suitability and competitive edge in natural language processing applications, particularly within the 
domain of Arabic language analysis. 

5. Conclusions 
The novelty of this work consists in demonstrating the effectiveness of integrating Multi-Task 

Learning with transformer models for Arabic author profiling, specifically focusing on gender 
identification of social media users. By leveraging MTL, which concurrently trains models on related 
tasks such as dialect identification, sentiment analysis, and topic classification, we have enhanced the 
performance and robustness of our approach. 

The experimental results revealed that AraBERT model outperforms other transformers models. As 
future work, we will explore and enhance the performance of deep learning approaches in author’s 
profiling by augmenting the size of the training set, using different tuning parameters, and employing 
various types of word embeddings. Regarding the data, future efforts should emphasize exploring 
additional augmentation and resampling strategies. Additionally, there is a need to gather a more 
extensive collection of harmful tweets for author profiling task. Extracting features such as account types, 
the number of likes, and the number of shares from tweet links available in the dataset can enhance the 
distinction between credible and non-credible claims. 
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